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Abstract
The energy per unit time is an important performance indicator in deter-
mining the performance of an underground coal gasification (UCG) site to
produce electricity. In literature, model-based strategies are employed by
considering UCG as a single input single output (SISO) system, in which
only the heating value of syngas is maintained at the desired level by vary-
ing inlet gas flow rate. However, the energy per unit time is also dependent
on the flow rate of the produced gas mixture. Therefore, in this work, a
model-based multi-variable robust control design, based on H∞ technique is
proposed for the UCG process. The actual nonlinear model of UCG is very
complex due to its 3D axisymmetric geometry, which makes the model-based
control design a formidable task. Thus, a simple linear model with two in-
puts (flow rate and composition of inlet gas) and two outputs (flow rate and
heating value of syngas) is identified by using subspace-based (N4SID) sys-
tem identification technique. The linear model is then employed to design
the H∞ (S/KS mixed sensitivity) multi-variable robust controller. The sim-
ulation results show that the designed controller has achieved both robust
stability and performance in the presence of modeling inaccuracies and exter-
nal disturbance. Furthermore, the designed controller is also implemented
on the actual nonlinear cavity simulator (CAVSIM) for the UCG process.
The controller exhibits an adequate performance by tracking the desired set
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points for the heating value and flow rate of the syngas.

Keywords: Underground coal gasification (UCG), Energy conversion
systems, System identification, Multi-variable robust control

1. Introduction

Coal has become the most rapidly growing global energy fuel to produce
electricity after the advent of integrated gasification combined cycle (IGCC)
technology [1]. Clean coal technologies are employed to address the detri-
mental impact of coal combustion on both water and air quality, in which
harmful gases can be removed before, during and after the combustion of
coal [2–5]. Underground coal gasification (UCG) is a clean coal technology,
generally applicable for low-grade, deep and un-mineable coal reserves [6, 7].
In UCG, inlet and outlet wells are drilled from surface to the coal seam,
and suitable oxidants are injected through inlet well. These oxidants chem-
ically react with coal and produce a syngas, which is collected at the outlet
well [8, 9]. The quality of syngas produced by UCG process depends on the
coal bed properties and operating parameters, like the composition and flow
rate of inlet gas, concentration of O2, steam to oxygen ration, temperature
and pressure [10, 2]. The syngas can be used in various industrial applica-
tions, such as the ammonia, fertilizers and IGCC [11, 12].

The UCG project Thar (UPT) has been launched in Block V of Thar coal
field by the planning commission of Pakistan [13–15]. The fundamental aim
of this project is to develop a UCG based power plant to produce electricity at
a low cost. This project has a huge significance to meet the energy demands
of the country by utilizing the coal deposits located in Thar [9, 14]. In
industrial applications like IGCC, the heating value and flow rate of syngas
are the important performance indicators for any UCG site [16]. The only
tuning knobs to attain the desired heating value and flow rate of syngas are
the inlet gas flow rate and composition.

1.1. Related work
The design of UCG control system is a formidable task, as the process

occurs insitu, and it involves slowly varying disturbances, uncertainties in
insitu environment and lack of the direct control over the process parame-
ters. Moreover, the installation of sensors at various locations in the UCG
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reactor is in itself a challenging task [9], and thus it is impossible to mea-
sure all the essential process parameters. In the literature, UCG control
system is designed by employing model-free and model-based control tech-
niques. In [17–19], various controllers such as proportional summing (PS),
bang-bang and proportional integral (PI) have been implemented for the lab
scale UCG setup. The controllers are employed to control the temperature,
concentrations and heating value of syngas. In [20], authors have designed
an optimal controller for the similar UCG setup, in which the amount of CO
was maximized. The idea of UCG control system based on lab scale setup
cannot be employed on the actual UCG field [9, 21].

The model-based control technique has been used for UCG to maintain
the heating value of syngas. Uppal et al. [14] have designed an equivalent
control based sliding mode control [22] for the simple UCG model comprised
of ordinary differential equations. The model is based on the assumption that
all the states are measurable, which is not possible at the actual site. In [15],
authors have proposed a sophisticated control oriented one-dimensional (1D)
packed bed UCG model comprising of partial differential equations. The
syngas composition and heating value are determined as a function of coal
bed properties and different operating parameters. Moreover, a constrained
nonlinear optimization technique is implemented to optimize three stoichio-
metric coefficients of coal pyrolysis reaction. In [23, 24], authors have pro-
posed the design of super-twisting and conventional sliding mode controllers,
respectively, which are based on the model of [15]. Moreover, the state mea-
surements were not required for the implementation of controllers and the
calorific value of syngas was maintained at the desired level. In [25, 26], au-
thors have employed the simple UCG model [14] to design an integral sliding
model control (ISMC) and dynamic integral sliding mode control (DISMC)
for maintaining the desired heating value trajectory. A gain-scheduled mod-
ified Utkin observer has been designed to reconstruct the unknown states.
It has also been shown that the proposed nonlinear control and estimation
techniques exhibit robustness against parametric uncertainties, an input dis-
turbance and measurement noise. Chaudhry et al. [21] have linearized the
simple UCG model proposed by [14], and on the basis of linear model a ro-
bust multi-objective H2/H∞ controller is designed to keep the heating value
of syngas at the desired level.
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1.2. Motivation
The energy output per unit time is an important performance indicator

of a UCG gasifier, which depends on the heating value and the mass flow
rate of syngas [16, 27, 28]. In the literature [9, 14, 15, 21, 23–26], the closed-
loop UCG system is devised by considering the UCG process as a single
input single output (SISO) system. The controllers are designed to maintain
the heating value of syngas at a desired level by manipulating the flow rate
of inlet gas. While the flow rate of syngas has not been controlled, which
has a paramount importance in determining the potential of a UCG site
for electricity production. Thus, it is essential to devise a multi-variable,
model-based control system for the UCG process.

The selection of a model has a significant importance in the design of
model-based control technique. The capabilities of model to predict the es-
sential process parameters and ease of control design are important factors
in the selection of model, but there is always a trade off involved in it. In our
previous work [29], the primary and foremost requirement was to predict the
important process parameters which are not measurable at the UPT field.
These process parameters include cavity growth, water influx, char produc-
tion and interaction of cavity with overburden. The modeling of water influx
and multidimensional cavity growth phenomena in UCG cannot be described
by a simple 1D UCG models proposed by Uppal et al. [9, 14, 15, 23–26]. A
3D axisymmetric cavity simulation model (CAVSIM), developed by Lawrence
Livermore National Laboratory (LLNL) USA [30], was used to predict those
process parameters. For that purpose, CAVSIM was parametrized with the
coal bed properties and operating conditions of Thar coal fields. The model
was validated with the UPT field data by comparing the heating value and
composition of the product gas. CAVSIM is an accurate, comprehensive
UCG model and has already been applied to many UCG fields [31], but its
complexity makes the design of model-based control a challenging task.

1.3. Major contributions
In this work, a multi-variable linear model of UCG is identified by em-

ploying a subspace-based (N4SID) system identification technique. Design of
input excitation signal and acquiring of input-output data is very critical for
any system identification technique. For the input design, pseudo random
binary sequence (PRBS) is chosen as a test signal and designed on the basis
of information gathered through preliminary experiments. The input-output
data are generated by CAVSIM simulator and N4SID method in System
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identification toolbox of Matlab is used to identify the linear model. The
identified linear model has two inputs: flow rate and composition of inlet gas
mixture and two outputs: flow rate and heating value of syngas. The model
is then employed to design an H∞ controller using S/KS mixed sensitivity
method to obtain the desired values of the outputs. Moreover, the robust
stability and performance of designed controllers have been shown in the
presence of input disturbance and uncertainties. Finally, the H∞ controller
is implemented on the actual nonlinear model (CAVSIM). The simulation
results show that the closed-loop system achieves the desired objectives.

The rest of the article is organized in the following manner. Section 2
describes the identification of linear model. The design of H∞ multi-variable
robust controller and robust stability and performance analysis are given
in Section 3. In Section 4, implementation of H∞ multi-variable robust con-
troller on the nonlinear model is discussed, and finally the paper is concluded
in Section 5.

2. System Identification

In this work, the complexity of a CAVSIM is a major limitation in the
designing of a model-based controller. Thus, a simplified multi-variable lin-
ear model is developed by employing a N4SID system identification tech-
nique. The most important part of identification process is to design an
input signal and acquiring input-output data, which are challenging due to
the experimental and economical constraints associated with the conduction
of field trials [33–35]. Thus, the identification experiments are performed
on CAVSIM in order to generate the essential input-output data sets. The
identified linear model based on CAVSIM preserves all the essential process
dynamics, and it provides an ease to design a multi-variable control system
for the UPT field. The system identification technique has been discussed in
the subsequent sections.

2.1. Preliminary identification experiments
Prior to conduct the model estimation experiments, the preliminary stair-

case and step experiments are performed to determine the linear operating
range and nonlinear plant parameters such as static gains, delays, time con-
stants and bandwidth [33, 36, 37]. Moreover, it is pertinent to mention that
the step test must be performed at least in two directions to determine the
linear operating range and effects of nonlinearities.
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The selection of operating point is important to identify the linear model,
and it should lie within the linear range of the process. If an operating point
lies on the boundary or outside of the linear operating range then large
modeling errors can occur, resulting in a poor system identification [37].
The linear operating range is determined by performing series of staircase
experiments as shown in Fig. 1. The input and output ranges for the linear
region are indicated in Fig. 1, and are given in Eq. 1.

0.1 ≤ u1 ≤ 0.3, 6.5 ≤ u2 ≤ 7.5,

82 ≤ y1 ≤ 112, 16 ≤ y2 ≤ 18. (1)

The step responses of UCG are shown in Fig. 2, and it is found that
there is no time delay between the input and output. The rise times and
time constants determined by the step responses are summarized in Table 1.
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Figure 1: UCG response for staircase input
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Table 1: Parameters obtained from step response

Inputs Outputs Time constant τ(s) Rise time tR(s)

u1
y1 20.83 34.5
y2 19.03 31.1

u2
y1 20.03 30.3
y2 21.04 31.6
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Figure 2: Step response of UCG
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2.2. Model estimation and validation
After acquiring the certain characteristics of model, the subsequent step

is to conduct an experiment for the model estimation and validation. The
test input signal chosen for this experiment must satisfy the property of per-
sistent excitation i.e. its bandwidth should cover the range of all frequencies
of interest [33, 36, 37]. The perturbed signals such as step, random binary
sequence (RBS), pseudo random binary sequence (PRBS), white noise, multi-
sine and swept sin (chirp) are typically used for the identification of unknown
systems. These excitation signals have flat power spectrum band within the
user specified frequency band. In [38], authors have shown that the con-
struction of advanced dedicated signals is a challenging task, and the most
commonly used signals for system identification are step and PRBS signals.

In this work, PRBS signal has been used as an excitation signal and
the design procedure is described in Table 2. A PRBS is a periodic signal,
which switches in a certain fashion between two levels L− and L+, within a
user specified frequency band. The bandwidth [ωl ωH ] of input signal for
multi-variable system is defined as

ωl =
1

βτH
≤ ω ≤ ωH =

α

τl
, (2)

where τH and τl are the highest and lowest time constants of the process,
respectively, obtained from the step experiment; α is the ratio of open loop
and desired closed loop time constants; βτH is the settling time of open loop
system [36]. The number of shift registers (nr) and the switching time Tsw are
the important parameters to characterize the generated signal. The sequence
repeats itself after NsTsw units of time, where Ns = 2nr − 1. In [39] , authors
have presented the guidelines to choose the switching and sampling time of
PRBS and experiment length and given as

2.8τl
α

≤ Tsw ≤ 2πβτH
Ns

, (3)

Ns = 2nr − 1 ≥ max

(
2πβτH
Tsw

, pD

)
, (4)

where, D =
5τH
Tsw

, ts = Tsw/4,
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Table 2: Parameters obtained from step response

Parameters Values
Lowest dominating time constant τl(s) 20.03
Highest dominating time constant τH(s) 21.04
Number of inputs p 2
Closed-loop response parameter α 2
Settling-time parameter β 3
Switching time Tsw(s)

∗ 27
Delay time D(s)∗ 3.8
Number of bits in PRBS sequence nr∗ 4
of length Ns = 2nr − 1
∗Designed parameters, calculated from (3) and (4).

where p is the number of inputs, ts is the sampling time and D is the delay
time. In multiple-input, multiple-output (MIMO) system same PRBS can
be used for all inputs provided that each input is delayed or shifted relative
to the previous input by the delay time D in order to ensure that the input
signals remain statistically uncorrelated. However, in this work separate
PRBS is used for each input channel. The designed PRBS input signals
having Tsw = 27s, Ns = 15 and maximum experiment length NsTsw = 405
samples, while the amplitude levels are defined on the basis of allowed linear
operating range of each input.

CAVSIM is used to generate the essential input-output data required for
system identification. After acquiring the input-output data sets, System
Identification toolbox of Matlab is used to identify the linear state space
model. The first 205 samples of input-output data sets are used for model
estimation and remaining 200 samples are used for model validation. The
outputs of nonlinear and linear models for each input and output are com-
pared in Fig. 3 and it is found that the best fit results of each model g11,
g12 and g22 are 92.9%, 96.6% and 97.2% respectively. The residual analysis
is an important part of system identification technique, which provides an
insight about the model predictions [40]. It is essential that the residuals of
each output must be uncorrelated with the past input signals in order to get
better prediction results. In Fig. 3, it can be observed that the autocorre-
lation of residuals of each output and the cross-correlation between output
residuals and each input lie within the confidence region. The system matrix
of identified model is given in Eq. 5.
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Figure 3: Comparison of linear and nonlinear models and residual analysis
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[
y1
y2

]
=

[
g11(s) g12(s)
g21(s) g22(s)

] [
u1

u2

]
, (5)

The transfer functions obtained from the state-space models are defined as

g11(s) =
1.799s+ 1.458

s2 + 0.2s+ 0.0102
, g12(s) =

0.04659s+ 0.03473

s2 + 0.1915s+ 0.008979
,

g21(s) = 0, g22(s) =
0.01951s+ 0.0199

s2 + 0.1993s+ 0.01071
.

where y1, y2 are the the outputs i.e. heating value (KJ/mol) and flow
rate (mol/s) of syngas respectively. While u1 (molar fraction of H2O) and u2

(inlet gas flow rate (mol/s)) represent the inputs of the system. It is found
that the coupling lies in the UCG system as the heating value is sensitive
to both the inputs. Thus, an H∞ centralized control technique is employed
to design the multi-variable robust controller for the UPT field, which is
described in the subsequent section.

3. H∞ controller design (S/KS mixed sensitivity)

In this section, the linear model in eq. 5 is employed to design a multi-
variable H∞ robust controller, which is insensitive to the model uncertainties.
As the control objective is to maintain the two different physical quantities
i.e. the flow rate and heating value of the syngas at the desired levels. Thus,
the plant scaling is a preliminary step to be performed prior to the deign of
controller, which is described in the subsequent section.

3.1. Preliminaries of H∞ control design
Plant scaling has significant importance in the multi-variable systems

which have different physical quantities. It helps the control engineer to
make a decision about the desired performance of the system at the onset
of controller design [41]. For this purpose, decision is made about the ex-
pected change in magnitudes of external signals like references, disturbance
and measurement noise, and maximum allowed deviation of each input and
output around the nominal point. The unscaled linear model of the UCG
system is given in Eq. 6.

ỹ = G̃ũ+ G̃di d̃i, ẽ = ỹ − r̃. (6)
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where (̃.) is used to represent the variables in their actual unscaled units.
The scaling is performed by dividing each variable with its maximum al-
lowed variation around the nominal point. Let ũj,max, d̃i,max, r̃k,max and
ẽk,max denote the maximum allowed change in input ũj, input disturbance
d̃i, reference r̃k and control error ẽk. As the variables ỹ, r̃ and ẽ have the
same units, therefore, same scaling factor i.e. maximum control error (ẽmax)
is applied to each variable. The unscaled and scaled quantities such as in-
puts, disturbances and control error are related by introducing the scaling
matrices Du, Ddi and De, respectively.

ũ = Duu, d̃i = Ddidi, r̃ = Der, ỹ = Der. (7)
The elements of scaling matrices given in Eq. 8 are determined from the

staircase experiment of system identification, as described in section 2.

Du =

[
0.1 0
0 0.5

]
, Ddi =

[
0.1 0
0 0

]
, De =

[
15 0
0 1

]
. (8)

Introducing the scaled variables into Eq. 6 gives the scaled model, as
given in Eq. 10.

G = D−1
e G̃Du, Gdi = D−1

e G̃diDi, (9)
y = Gu+Gdidi, e = y − r. (10)

3.2. Problem formulation
The standard design structure of H∞ robust controller is used to formu-

late the control problem, which is one of the most successful and reliable
approach to design a linear robust controller [41]. The block diagram of
closed loop system for UCG is shown in Fig. 4, which includes the UCG
model, the elements of model uncertainty, feedback structure and controller,
and performance specifications are incorporated by various weight functions.
To model the effect of modeling inaccuracies due to linearization, an un-
structured uncertainty–multiplicative input uncertainty is considered. The
various sources of uncertainty in many practical applications are represented
by the multiplicative input uncertainty because this type of uncertainty often
occurs in real system and it also restricts the achievable performance [42].
The uncertain plant with an input multiplicative uncertainty is represented
in Eq. 11.

G̃(S) = Gsnom(S)(I +W∆∆); ‖∆‖∞ ≤ 1, (11)
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where G̃(S) and Gsnom(S) represent the perturbed and nominal models, re-
spectively. The unmodeled and neglected dynamics are represented by a
complex perturbation ∆ and the multiplicative weight W∆ is a diagonal
matrix of stable minimum phase transfer functions used to normalize the
uncertainties to be less than unity.

eU

di

+
+

+
-

r
u

WP

WU

W∆

Gs(s)K(s)

eY

G(s)
~

y
∆

Figure 4: Block diagram of closed-loop system with performance specifications

The H∞ controller for the UCG system is designed by incorporating the
generalized plant (P̃ ) or interconnected system, controller (K) and the uncer-
tainty block (∆) into the standard configuration of H∞ controller as shown
in Fig. 5. The control and all exogenous input signals like reference inputs
(r) and an input disturbance (di) are represented by u and a vector w, re-
spectively. The steam flow rate is considered as an input disturbance for the
system. While the control effort (eU) and tracking error (eY) to be penal-
ized are considered as exogenous outputs and denoted by a vector z. The
measurable quantities such as syngas heating value (y1) and flow rate (y2)
are represented by a vector y. The generalized plant (P̃ ) and the nominal
system (Ñ) in which K is absorbed into the interconnection structure are
given below.

w =
[
r di

]T
, z =

[
eY eU

]T
, v = r − y.
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P̃ =

WP I −WPGs −WPGs

0 0 WUI
−I −Gs −Gs

 . (12)

where

P̃11 =

WP I −WPGs

0 0
−I 0

 , P̃12 =

−WPGs

WUI
−Gs

 , P̃21 =
[
−I −Gs

]
, P̃22 =

[
−Gs

]
.

Ñ = F̃l(P̃ ,K)
∆
= P̃11 + P̃12K(I − P̃22K)−1P̃21. (13)

where F̃l(P̃ ,K) is the lower linear fractional transformation of P̃ and K.

Ñ =

[
WP (I − To) WPGs(To − I)
WUKSo −WUKGsSo

]
. (14)

Similarly,

F̃ = F̃u(Ñ ,∆)
∆
= Ñ22 + Ñ21∆(I − Ñ11∆)−1Ñ12 (15)

where F̃u(Ñ ,∆) is the upper linear fractional transformation of Ñ and ∆.
The closed loop transfer function matrix Φ(s) from w to z is given in Eq. 16.
The H∞ norm of Φ(s) must be less than unity for all possible stable pertur-
bations to attain the performance objectives.[

eY
eU

]
=

[
WpSo WpG̃Si

WuSiK −WuKSoG̃

] [
r
di

]
. (16)

or [
eY
eU

]
= Φ(s)

[
r
di

]
.

where So = (I + G̃K)−1 and Si = (I +KG̃)−1 are the output and input
sensitivity functions, respectively.
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3.2.1. Robust stability and performance constraints
The M∆ and Ñ∆ configurations shown in Fig. 6a and Fig. 6b are used to

perform the robust stability and performance analysis of an uncertain system,
respectively. It is essential to satisfy that the nominal stability (NS) condition
i.e. Ñ is internally stable prior to carrying out the robust stability (RS),
nominal performance (NP) and robust performance (RP) analysis. When Ñ
is stable then it can be seen in Eq. 15 that the instability may only occur
due to the feedback term (I− Ñ11∆)

−1. Therefore, if the system has nominal
stability then the stability of Ñ∆ and M∆ structures become equivalent to
each other. The stability objectives are formulated as:

NS ⇔ Ñ is internally stable. (17a)
RS ⇔ ‖M = Ñ11‖∞ < 1,∀ω,NS and ∆ is stable (17b)

⇔ ‖WUK(I +GK)−1‖∞ < 1,∀ω,NS and ∆ is stable.

The robust performance analysis of an uncertain system is performed by
computing structured singular value (µ) [41]. The standard configuration for
µ analysis is shown in Fig. 6, and its simplest form is defined by Eq. 18

µ(M̃)
−1 ∆

= min
∆

{σ̄(∆)|det(I − M̃∆) = 0 for structured ∆}. (18)

where ∆ = diag∆i represents a set of complex matrices with a given block
diagonal structure in which few blocks may be restricted to be real, and some
of them may be repeated. The transfer function from the output to the input
of the uncertainties is represented by a complex matrix M̃ = Ñ11, det() is
the determinant, and σ̄() is the maximum singular value. The definition of µ
given in Eq. 18 considers varying σ̄(∆), however, it is preferred to normalize
∆ such that σ̄(∆) ≤ 1. It can be done by scaling ∆ by a factor β , and
find the smallest β at which the matrix I − βM̃ becomes singular, and it
gives µ = 1/β. The real non-negative function µ(M̃), called the structured
singular value, is defined by

µ(M̃)
∆
=

1

min{β|det(I − M̃∆) = 0 for structured ∆, σ̄(∆) ≤ 1}
. (19)

The µ is a measure of smallest possible perturbation which can make the
system unstable. When µ = 1, this implies that the perturbation exists in
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the system having σ̄(∆) = 1 is large enough to make it unstable (I − M̃∆
becomes singular). Thus, the smaller value of µ is desired i.e. µ(M̃) ≤ 1 in
the designing of robust controller to attain more robustness in the presence
of large uncertainty.

The conditions of nominal and robust performance are given in Eq. 20 ,
which are obtained by using the standard Ñ∆ configuration

NP ⇔ ‖Ñ22‖∞ < 1 ⇔ ‖WPGs‖∞ < 1, and NS. (20a)
RP ⇔ ‖F̃‖∞ = ‖F̃u(Ñ ,∆)‖∞ < 1, ∀‖∆‖∞ ≤ 1 (20b)

⇔ µ∆̃(Ñ) < 1,∀ω, ∆̃ =

[
∆ 0
0 ∆P

]
, and NS.

where ∆ is a block diagonal matrix and the detailed structure is described by
the represented uncertainty, and ∆̃ is used to indicate the H∞ performance
objectives and it is always a full complex matrix.

P

K

∆

z

vu

w

y∆u∆

~

Figure 5: General configuration for controller synthesis
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∆

y∆u∆

(a) M∆-structure for robust stability
analysis

N

∆

zw

y∆u∆

~

(b) Ñ∆-structure for robust perfor-
mance analysis

Figure 6: General configurations for controller analysis

3.2.2. Selection of weights
The performance objectives to minimize the tracking error and control

effort are closely related to the sensitivity function S. The magnitude of
S must be small at the frequency ranges where the small tracking error
is required in each of the controlled output. Thus, it can be achieved by
introducing an integrator s−1 in the weights related with each controlled
output. In well posed standard H∞ control problem, the use of only pure
integrator in performance weight is not suitable in a sense that the generalized
plant P̃ could not be stabilized by the feedback controller K. Thus, the
typical specifications for S in frequency domain are determined in terms of
peak sensitivity (Ms) and bandwidth ωb.

|S(s)| =
∣∣∣∣ s

s/Mb + ωb

∣∣∣∣ , s = jω, ∀ω. (21)

Or equivalently,
|WPS| ≤ 1, (22)

where,
WP =

s/Mb + ωb

s
. (23)

The weight function given in Eq. 23 is modified by introducing the max-
imum steady-state tracking error (ε) i.e. |S(0)| ≤ ε, which satisfies WP (0) ≤
1/ε such that |WPS|∞ ≤ 1

WP =
s/Mb + ωb

s+ ωbε
. (24)
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The parameters ωb, ε and Mb have correlation with the closed loop band
width, steady state error and overshoot, respectively. The values of ωb =
0.001rad/s, Mb = 1.5 and ε = 10−4 are chosen in the proposed problem. For
simplicity equal weights are used for both channels. The weight WU is taken
as 0.5I2×2 at all frequencies to avoid saturation on the control input.

wPii
=

0.6667s+ 0.001

s+ 1e− 07
, i = 1, 2. (25)

WP =

[
wP11 0
0 wP22

]
. (26)

A simple stable, minimum phase transfer function shown in Eq. 27 is used
to normalize the multiplicative uncertainty.

w∆ii
=

αs+ ro
α/r∞s+ 1

, (27)

where ro, r∞ is the relative uncertainty at steady state and higher frequen-
cies, respectively. The relative uncertainty reaches 100% is approximately
shown by 1/α. In the proposed problem similar uncertainty weights are used
for both inputs, having α = 0.1, ro = 0.2 and r∞ = 3.

w∆ii
=

0.1s+ 0.2
0.1

3
s+ 1

, i = 1, 2. (28)

W∆ =

[
w∆11 0
0 w∆22

]
. (29)

3.3. Results and discussion
The Matlab robust control toolbox is used to determine the H∞-optimal

controller by employing S/KS mixed sensitivity design method. The con-
troller is synthesized by ignoring the uncertainties and only the nominal plant
is considered in controller design. The infinity norm of Fl(Pnominal, K) is min-
imized with respect to K by the S/KS mixed sensitivity controller. While
in the given problem Fl(Pnominal, K) is the closed loop transfer matrix (Φ(s))
represented in Eq. 17. The desired performance specifications are incorpo-
rated by the performance weight matrix WP and the inverse of performance
weight matrix defines the upper bound on |S|. The desired bandwidth and
upper bound on |S| at different frequency ranges is shown by the frequency
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response of inverse performance weight matrix in Fig. 7. It can be seen that
the 1/|WP | is equal to unity at the frequency ωb = 0.001rad/s, which is the
desired bandwidth. While it has magnitude equal to A = 1e−4 and M = 1.4
at low and high frequencies, respectively.

10-8 10-6 10-4 10-2 100
10-4

10-2

100

Figure 7: Inverse of performance weight

The singular-value plots of S, KS and T for the perturbed plant are
shown in Fig. 8a, 8b and 8c, respectively. It can be seen that the magnitude
of S is lower than the upper bound and the magnitude of T at low frequencies
is unity, which conform that the desired performance is achieved. While
the singular-values of KS are lower than their upper bounds, which shows
that the actuators are not saturated to attain the desired bandwidth. The
nominal stability properties of closed-loop transfer functions are same due
to the similar internal dynamics. Thus, these results also show that the
closed-loop system has achieved the nominal stability. Moreover, the effect
of output sensitivity Sout = y/di to disturbance for perturbed plant is also
analyzed in Fig. 8d . It can be seen that disturbance has negligible effect at
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low frequencies, which means that the closed-loop system is not susceptible
to disturbance over that frequency range.

10-3 10-1 101

10-1

100

(a) S
10-3 10-1 101

10-2

100

(b) KS

10-3 10-1 101
10-5

100

(c) T
10-3 10-1 101

10-2

100

(d) Output sensitivity to disturbance
Figure 8: Frequency response of closed-loop system

The robust stability and nominal performance of the closed-loop system
are determined by plotting the singular values of M and Ñ22, as shown in
Fig. 9 The singular values can be seen to be less than unity, which shows
that the closed loop system meets the robust stability and nominal perfor-
mance constraints. The closed-loop system can tolerate up to 503% of the
modeled uncertainty, as given in Table 3. In Fig. 10, the frequency response
of µ is shown to analyze the robust performance of closed-loop system. The
controller has achieved the robust performance as µ is less than unity. The
performance margins in the form of upper and lower bound are given in Ta-
ble 4. Moreover, it is observed that the model uncertainty of 115% can lead
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to input/output gain of 0.871 at 0.00014 rad/seconds.

10-3 10-1 101

0.4

0.5

0.6

0.7

(a)
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(b)
Figure 9: (a) Robust stability, (b) Nominal performance
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Figure 10: Robust performance analysis
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Table 3: Robust stability margins for H∞ controllers

Controller Order
Stability margins

Lower bound Upper bound Destabilizing
(1/µu) (1/µl) frequency (rad/s)

S/KSl 7 5.296878 5.296881 0.001

Table 4: Robust performance margins for H∞ controllers

Controller Order
Performance margins

Lower bound Upper bound Destabilizing
(1/µu) (1/µl) frequency (rad/s)

S/KSl 7 1.1475 1.1478 0.00013

The closed-loop step response of linear system is shown in Fig. 11 The
step signal is applied at all exogenous inputs and it can be seen that both the
outputs track the desired response in the presence of model uncertainty and
input disturbance. In addition, it also meets the desired performance specifi-
cations corresponding to the transient characteristics, such as the overshoot,
time constant and settling time. The input disturbance is introduced to the
framework to assess the controller’s success in rejecting the disruption. The
optimal amount of water is one of the important parameter for the success-
ful operation of UCG rector. The excess water can disrupt the operation of
UCG gasifier and reduces its temperature due to the endothermicity of the
steam gasification reaction. Therefore, an optimal level of H2O is necessary
for the successful operation of UCG field [9]. Thus, the water influx from
the surrounding strata acts as an input disturbance in the UCG process, as
it increases the molar fraction of steam in UCG rector. In Fig. 12, it can
be seen that the controller caters the input disturbance by manipulating the
molar fraction of steam and maintains an optimum value of steam.
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Figure 11: Closed-loop transient response of scaled-linear system
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Figure 12: Closed-loop response to input disturbance

4. Implementation of Controller on Actual Model

The robust controller designed on the basis of linear model in section 3
is discretized and implemented on the actual nonlinear model i.e. CAVSIM
in order to assess the robustness of the controller. Moreover, the dynamics
of control valve and the gas analyzer are modeled with the following transfer
functions [24].

G1(s) =
e−τdcs

τcs+ 1
, G2(s) =

e−τdg s

τgs+ 1
(30)

It has been experimentally found that the control valve and gas analyzer
have negligible time delays (τdc , τdg) and are therefore ignored in Eq. 30.
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While the time constants for the control valve (τc) and gas analyzer (τg)
were found to be about 10s. The controller implementation scheme on ac-
tual system is shown in Fig. 13. It is pertinent to mention that the controller
has been designed from a scaled model, therefore, it is essential to include
the scaling matrices Du, De and Ddi in the actual implementation. Moreover,
the nominal operating points of inputs are included after the inputs scaling
matrix in such a way that the inputs feed to CAVSIM are the actual inputs.
While in order to create the scaled inputs to the controller, the nominal op-
erating points of outputs are subtracted from the actual outputs of CAVSIM
prior to output scaling matrix and feedback.

+
-

K(s) y2m
CAVSIM

+
-

-1≤ r1≤1

-1≤ r2≤1

y1m

Ddi (1,1)

+

dimax=1

G2(s)

Gas analyzer
u1

u2

u1o

u2o
G1(s)

Control Valve

Du (1,1)

Du (2,2)

u1nom

u2nom

+

+

De (1,1)

De (2,2)

y1nom

y2nom

-

-

Figure 13: Controller implementation scheme

The UCG process is operated in open loop with the nominal inputs for
06 hours and the closed loop process starts afterwards. Fig. 14 shows that
the controller effectively hold both the outputs to their desired levels by
adjusting the control inputs as well as maintaining the control efforts within
the allowed range, as given in Eq. 1. The desired trajectory of outputs are
chosen in such a way that they cover the entire range of operating points for
which the controller has been designed. As described earlier in section 3.3,
the molar fraction of steam is an input disturbance in the UCG process, and
it is shown in Fig. 15b where the disturbance enters the system at 8th hour.
It can be seen that the controller rejects the input disturbance by varying
the inlet molar fraction of H2O. When the water influx increases the molar
fraction of H2O, the controller maintains the optimal amount of H2O by
reducing the amount of inlet steam.
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Figure 14: Closed-loop response of nonlinear model to the reference inputs
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Figure 15: Close-loop response of nonlinear model to the input disturbance
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5. Conclusion

In this article, the significance of multi-variable based closed loop system
for UCG is highlighted. It has been shown that the energy per unit time of
a UCG site can be improved by developing a multi-variable control system.
Due to the complexity of actual UCG model, a simple linear multi-variable
model has been identified to design a robust controller for the UPT field.
An H∞-optimal controller is designed using S/KS method and the control
problem is formulated by using standard H∞ control configuration. The ro-
bust stability and performance analysis have been performed in the presence
of model uncertainty. Moreover, it is shown that the linear closed loop sys-
tem meets all the desired transient requirements in the presence of input
disturbance and modeling uncertainties. Finally, the robustness of controller
has been assessed by implementing it on CAVSIM, and it is shown that the
outputs attain their desired values in the presence of an input disturbance
and modeling inaccuracies.

In future, a more accurate nonlinear model will be identified by employ-
ing an advanced nonlinear system identification technique. Moreover, the
designed controller will be implemented at the UPT field in order to achieve
the desired level of energy per unit time.
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