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Abstract—The control of highly complex and nonlinear un- ~ of carbon monoxide (CO), hydrogen {H methane (Chi
derground coal gasification (UCG) process is a challenging job. and higher hydrocarbons fl,,), which can be used in
As the process occurs under the surface of the earth, so it is hoqyction of liquid fuels, industrial heating or as a fuet f
either impossible or very expensive to measure all the important power generatiori [3]=[5]. UCG is normally used for thosel coa
parr?\meters of the process, which further gompllcates the conad F . =l - - it
design. The input of the UCG process is the flow rate of the fields which are either economically not feasible for mining
injected air and the heating value of the product gas is the or are not accessible by the conventional technology [1].
output. In this work a sliding mode control (SMC) algorithm  The key indicators for the success of a UCG process are:
is designed for a simplified model of an actual UCG process in ¢4\qyific value of the syngas and the resource recovery of the
order to maintain a desired constant heating value. The relative | 5], the lat ty d d th fi f
degree of the sliding variable is zero, because the input is readily coa.s.eam [5], the later m-os y depends on the conniguration o
available in it. As the heating value is the only measurement the injection and production wells, where the former degend
available, the trivial control design is not possible. Therefore, te  upon the type and geology of coal, effects of different ptasi
time derivative of the control is selected as the system input, and chemical phenomena occurring underground and opgratin
then the relative degree becomes one and the conventional SMConditions of the process. For a UCG site with specific coal

may be implemented. This approach let us maintain the output t d I fi Hi tant and desired heati
at the desired level and provides insensitivity with respect to ype and well configuration, a constant and desired heating

different types of uncertainties. The stability of the zero dynamis  value of the syngas can be attained by optimizing the op-
is proved, which ensures that the overall system is stable. The erating conditions. A mathematical model of the process is

simulation results demonstrate the robustness of the SMC design of paramount importance for determining the most suitable
against the input disturbance and the modeling inaccuracies. operating conditions. The research for the development of a
Index Terms—Underground coal gasification (UCG) control, mathematical model for a UCG process has been in progress
sliding mode control (SMC), relative degree and zero dynamics  since the early 20th century, which resulted in a number of
mathematical models [6]=[15], but even the most complex

. INTRODUCTION three dimensional (3D) models do not perfectly describe the

ynamics of the complex physicochemical process.

C OAL was first mined in Europe as early as 13th centurg, Th lof UCG i ) f F T 116
but it has been used as a source of energy for approri- e control o is an emerging area of researcti. In [16],

mately 3 millenniums. During the industrial revolution imet 17] a lab scale UCG setup is controlled by some versions

18th century it became an important source of energy. TR%the_ conventional PID control'ler [18]. Howevgr, the c«nht'r
biggest challenge for the coal industry was the environalenf! 2 _f'e"? scale UCG process 1s glform|dable job, espec!ally
pollution caused by the combustion of coal, which produc%éms'de”ng the process nonlinearities and undergroustdreli
oxides of sulphur and nitrogen. The detrimental impact @ co ances. Sqme (_)ther factors also make the control of the gsoce
combustion on the environment was addressed by the adven?o?ha"eng'ng Job. The_ mass and heat tran;fer phenomena
clean coal technologies which allow the removal of harmfiff YCG can be effectively modeled by partial differential

gases before, during and after the burning of cbal [1]. Tﬁa@uations. (PDEs) with at least two independent variab!eae, o}
gasification is one of the clean coal technologies in whi ch for time and length, and control of such systems is not a

coal is converted into a gas mixture. The high operatir{ vial task [19], [20]. Another factor which increasesftitilty

pressure of the gasification process assists the sepaxidtio ¢ c;ontrol design d isl the unavailabgity ﬁf the measu:ceﬁt(a:rg
the harmful gase$ [2]. Coal can either be gasified by extrgcti0 Important model parameters. As the process o

and purifying it on the surface or by the underground cottﬂlkes place und(_ar.ground,. and it is either mposyblg or very
expensive and difficult to install sensors at different tanzs

gasification (UCG) technology. i th iIv th abl ) |
In UCG the coal is gasified underground. The oxidan#gt _ereactor, so normally the available measurement_mmo
raction of the product gases recovered at the productidh we

(air and steam (KO (g)), or oxygen (@) and HO (g) or . ) i
only air) are injected from one well which chemically reac{herefore, for UCG system with nonlinearities, undergbun

with coal to produce synthesis or syngas, which is Collect%turbances and uncertainties a control technique isinesju

from the other well. The synthesis gas (syngas) is a mixtu} ich can keep a con;tant desired hgating value of syngas,
in spite of fact that design procedure is performed based on

Corresponding author: V. I. Utkin (email: utkin.2@osu.edu) approximate model. One such technique is the sliding mode



control (SMC) [21], [22]. In[[23] and[[24] a first and secondf § is unknown but it needs to be in a certain range for

order SMC algorithms are implemented on two different UC@e process to be operational [24], [25], [27]. The control

process models to maintain a constant heating value at tledve and gas analyzer are modeled with first order transfer
production well respectively. The time domain mathematicéunctions with time delays, which are given in Egsl (1) and

model in [23] is a very crude representation of the actufl) respectively.

UCG process, as it assumed that the input, output and all

the chemical reactions occur at the same location along the

length of the reactor. The work ih [24] uses a validated model G1(s) = oXp (~7a, ) (1)
of actual UCG process [25], but during the control design it Tas + 1

is assumed that the total concentration of all the gases stay Ga(s) = M 2)
constant through out the length of the reactor, which is not g5 + 1

true.

The contribution of this paper is twofold: development of wherer, andr, are the time constants (s) for the control
a control oriented model by incorporating certain assuomgti valve and gas analyzer systems respectively, and 7,4,
in the model of [25], and design of SMC for the modelrepresent the input and output delays of the system and
The model simplifications help in the analytical design @ this the heating value of the product gases.
controller. The SMC algorithm is designed for the model to
control the heating value of the product gases. The desim id 5

of SMC implies two steps: Control Valve .
. . . .. + ases
1) Selecting switching surface such that sliding mode alo smc LY Gu(s) Uo + ucG |9

this surface, governed by reduced order equation exhibits - System
the desired properties.
2) The control input should enforce sliding mode. Vi

In the paper such surface is selected and then discontinuous yGa(s)
control is designed, such that for any initial condition the
state reaches the surface after finite time interval and then
sliding mode appears with desired dynamics. The design,g& 1. Block diagram of UCG control system
control solves the main problem to maintain the variablesund

control at desired level. However, the system is acceptable

only if overall motion in sliding mode is stable. In literagu

this dynamics is called internal or zero dynamics|[26]. It i&. UCG system

shown in the paper that zero dynamics for the process undefrhe reactor model of UCG consists of coal, char and

control are stable. The above results were obtained for t@@ht gases: CO, carbon dioxide (§0Hs, H»O (g), CH,
simplified model. As the simulation results show, the cdntr@jyrogen (N O; and tar. The tar is used to close the
demonstrates the same properties being applied to thel actéiaichiometry of coal pyrolysis reactionl[8], and the tmce
model of the process. of higher hydrocarbons (&,.) produced are also included
The rest of the article is arranged as follpws: _The COMPRy it. The schematic of the UCG process is shown in Flg. 2.
nents of the UCG control system are explained in Sedfion {ir 4t particular flowrateu, enters the UCG reactor from the
the simplifications introduced for the model based Contrmjection well @ = 0), while the product gases produced as

of the process are discussed in Section Ill, the problefe resylt of various oxidation and gasification reactiores a
statement is presented in Sectionl 1V, the control procedyg overed from the production welk & L).

is outlined in Sectio V, the steps involved in the design of
SMC are demonstrated in Sectibnl VI, numerical solution of '
the closed loop system is detailed in Secfion VII, Sedfiol]VI i Air flowrate (o) Product gases T
discusses the simulations results and the article is cdadlu

Gas Analyzer

Injection well Production well

in SectionIX. Surface
Water table
Il. COMPONENTS OF THEUCG CONTROL SYSTEM Over burden
The block diagram in Fid.]1 shows the components of UCG Coal seam
control system. The controller computes the flowrate of the
air: u (moles/cm/s) based on the measureg,( and desired
(y») heating values (KJ/&) of the product gases coming out Under burden
of the UCG system. The heating valyeis computed by the > >
gas analyzer after measuring the composition of the produck=0 L x=L

gases recovered from the production well. The procedure for
calculatingy is given in AppendiX_B. The flow rate of the Fig. 2. Schematic of UCG process
steamé acts as an input disturbance for the system. The value



I1l. SIMPLIFICATIONS CONSIDERED FOR THE MODEL is the superficial velocity of gases (cm/s), and c,, are
BASED CONTROL the heat capacities for coal and char respectively (ca)/g/K

In order to simplify the control design the dynamics of?i (P1,02,Ts,u) is rate of the chemical reaction with
control valve and gas analyzer are ignored, which implids= 1,2,3 represents pyrolysis, char oxidation and steam
uy = u andy = y.,. Some simplifications are also madeJasification respectively; ; is the stoichiometric coefficient

in the actual mathematical model of the UCG reactor. of gasi in reaction;j and H; is the heat of combustion
(KJ/m?) of gasi with 5 = 1,3,5,8 represents CO, §J CH,

. and tar respectively)'; is the distribution of @ concentration
A. Control oriented model of UCG _ . (mol/crnB) alongz, ay 2 is the stoichiometric coefficient of O
The complete model and assumptions considered for jtschar oxidation reaction? is the pressure of gases (atm) and
simplification are detailed in AppendiX A. The following PBE k, is the mass transfer coefficient (mol/éfs).
represent the states of the UCG system: The concentration of the gases at the production well are
given by Egs. [[49) and_(50). As the dynamics of the gas

0, analyzer are ignored, thereforg = vy,,, is given by Eq.
§=—M1R1 3) yz ig e~ ym is given by Eq.[(D)
p1(0,z) = p1,(z), 0<z<L ( I I )
dp 100 (a [" Rydz + B [ Radx
02 — M [jazy | — Ro(u) — Bso)] @y : 7 T ©
p2(0,7) = pa,(x), 0<x<L Vo Rada - Jy Rade +C Jy' Rode + 0'797)79
2T, 1
o1, Boo thT T 0B —alo() —asBs(w) 0= o (@ + oy oo s )
S _ g
ot c +c 1
(cpip1+ cpaps) (5) 8= o (a13H1 + aszzHs)
g

Te (Oa‘r):TSO(I)a OSISL 1
v=—(a11 + a2 +az1 +as1 + as1)

T Ty
S(4,0) = =2 (t,L) =0, t>0 Vs
Ox Ox _ 1 (ars -+ azs)
where, n= vy 13 33
o1 —6039 _ 922
=5 2L exp (=7 ©) o
v,C7
Ry = -2"CR 7 . L .
YT ugo 0 The complete derivation of Ed.](9) is given in AppendiX. B.
x
Cr; = 0.21£ exp (—|a7’2 / C’Rgdx>
Vg u+9 Jg
99149 IV. PROBLEM STATEMENT
9.55 x 108 po P exp ()ky
CRy = L The objective of the research is to design the control for the
Maky/Ts + 9.55 x 108p, P exp (‘22142> UCG process, which maintains the heating value at the desire
s level. The control problem should be solved in the presefice o
R — J CR. ) modeling inaccuracies and external disturbance. Thezefoe
3T 54 8 control problem can be rephrased as to make y,, in the
ky P%ps Ey presence of external disturban€@and modeling inaccuracies.
CRs Due to the fact thay is the only measurement available [24],

" P2Eypy + ky My (P + B _ .
1Pz ey M ( 2) [25], the job of the control system design becomes even more

challenging.

12908
FEy =exp (5.052 — )

S

24880)

V. OUTLINE OF THE DESIGN PROCEDURE

S

FEy =exp (—22.216 +

Wherepl (t’ .17) and P2 (t7 LIJ) are densities of coal and char 1) The SIIdlng variable is SeleCted, such that Slldlng mode

(g/cm?), M; and M, are molecular weights of coal and has desired properties. In arbitrary finite dimensional
char (g/mol),¢ and z are variables for time (s) and length system with statec € 3", sliding mode appears if
(cm), L = 2500cm is the length of the reactor,, , is the valuess (z) ands (x) have different signs. It measgz)

stoichiometric coefficient of char in coal pyrolysis readt should depend on discontinuous control.

T, (t,z) and T are solid and gas temperatures (K)js the 2) Discontinuous control is selected to enforce sliding
heat transfer coefficient (cal/s/K/éy ¢; is the heat of reaction mode based on the above condition(z) and s (z)

i (cal/mol), B is a constant depending on the coal bed porosity ~ should have different signs.

and thermal conductivity of coal and char (callcm/s/i§), ~ 3) Analysis of zero dynamics.



VI. CONTROL DESIGN Yr o+ s — v

f b ucg | Y
System

A. Selection of sliding variable - —

The sliding variable is selected in order to keep the heating
value at a desired constant level.

Fig. 3. SMC design for UCG system

s=yr—y (10)
In order to meet the desired objective we need 0 —> . (12)
y = vy, and then control can be designed by substltutlng yerO y
Eq. in EqQ. .
q. @) in Eq. [(I0) - = (DN ND)
where,
100 | [ Ryda + B [ Rad
[0‘0 1azr 0 34 —y (11) _a/ Rlda:+ﬁ/ Rsdx
’nyL Rldx+nf0L RngH—CfOL Rgdﬂ&—l—O.?Qvﬁ 0.79
5 " g D= 'y/ Rldx+n/ RgderC/ Rgd:v+—u
e _ — Vg
01+02u+5 03U+6 oqu =0
oy +u(—oy + 03+ 004) — 6 (01 +09) =0 / Rydz + ﬂ/ Rydz
—b+Vb% — 4dac L
U= D=~ Rldx—i-n/ R3d$—|—C Rgdz+wu
0 9
Uy = —b—Vb* —dac where,
h 2“ Bo= (2 )Ry + Ry L (0
where, s=\uis 3 S \uts
a =0y ) . CR;3 : .
b= —01+ 03+ 00y :(u+6>0R3+(u+6)2 (“5_5“)
c=—06(01+ 02)
. Ry =0. 212f (“CR25E“)
o1 = (100 — ’yyr)/ Rydzx . v
0 = uw + 1
r h
72 = (1008~ ) | Chado where,
0 L
L E,=exp | — 72| / CRyda
o3 = 0.214%/ CRydx u+d Jo
0
ot — 010Y L _ laraluC R B, [ CRydx LD [ CRydu
Vg 4.762 (u + 6)° 4.762 (u + 6)°
uB,6CRy [y CRydz  uE,0CRy
where u; and uy are real as(b? — 4qc) > 0, also T 4701 (u+6)° 4.762 (u + 6)°
Vb2 —4ac > b & a > 0 Vt, and only valid solution isuq, WE,CRy

because the molar flow rate of the air can not be negative. +
However, the trivial control design is not realizable, be-

cause the right hand side af; contains state variables and

miscellaneous process parameters which are not measurablBY substitutingy,. = 0 (y. is constant) and in Eq. (12),

So we try to overcome this problem by enforcing shdméhe closed form expression fa@rtakes the desired form

mode and inserting integrator in the input, such that v

and v = —rsign(s), k € R*. Therefore,s depends on

4.762 (u + 0)

discontinuous control and necessary control can be found §=vop+0, u=v (13)
using sliding mode as shown in Fig. 3. Moreover, this apgnoac where,
does not need the information about system’s states. Furthe No
sliding mode can be enforced with= y,. by a proper choice ¢= 1005
of gain «. 100
It is required to find derivative of the sliding variable ireth b= D2 [N (V1 +d2) = D]

form s = v¢ + 0, where¢p and @ are state functions.



where, and [I8) are obtained by replacing; (p1,p2,Ts,u) by
0.79 fOL CRyd R; (ﬁl,ﬁz7Ts,u1> in Egs. [(3), [(#) and[{5).
= +

L
(576)+C/0 wdx

Vg (u+06)°
L . L a~
= / Ridx (v — o) + C/ pdx % = *MlRil (16)
0 0
¢ rL L 0p- ~ ~ ~
o ud [, CRsdx / : P2 _ las, ,|R1 — R2 — R3 17)
’192 = (u T 5) (u T (5) + 1) o CR3d$ aé ( 2 )
. oT. 1 o°T.
§ [ CRsd L 2= S 4 W(T —1T,) - H. 18
gy= 0|10 ”+5/ CRyda or ~a |Paw T T - ] (18)
(u+9) (u+9) 0
where,
No o _
The function¢ = 100— > 0,Vt > 0, becauseN, D Cs = cpipr +cpapa ]
and ¢ in Egs. [12) and[(ﬁ3) depend updhl Rs, R3, u, & Hys = —[q1|R1 — |q2| R2 + [g3| R3

andv, which are always positive. Moreover, the constamts

B, v, n and ¢ in Eq. [9) are also positive and >> ¢ in

¢. The function¢ (¢) is bounded by®; and ¢, such that:  \\herei — ¢+ —¢,, and H, is the heat source generated from
0 < ® < ¢(t) < @y, and0(t) is upper bounded bP..:  the chemical reactions. Since coal pyrolysis and char tigida

0] < Ou. reactions are exothermic in nature, hence there heat dioaac
As ¢ (t) > 0,vt > 0, therefore sliding mode can be enjg negative [25).

forced by selecting a suitable value of discontinuous adietr

gain The boundedness of the zero dynamics is investigated in the
K.

subsequent paragraphs.
The solution of Eq.[(T6) is given as:
B. Enforcing sliding mode

In order to prove the existence of sliding mode a positive

definite Lyapunov function is chosen and its time derivais/e p1 (f,2) = Cexp (—5E3i) (19)
found.
where,
. C (@) = 1 (0,2)
= -5 (14)
.2 —6039
V=ss Es(z) <expd ——=———
max T (t,x)
=s(vop+0) >0
= s(—ksign(s)¢ +6)
< |s| (—k®; + O,,) It is important to note that fob < T, < Ts(f,2) < oo,
the distributiong; (0, z) exponentially decays with time.
| | h fand T, it i
o - T4+ 0O, with = € R+, then the derivative of n order to evaluate the boundednesspgfand 75, it is

important to show tha?;, Rs, R; andu; are bounded. The
the Lyapunov fUﬂCtIOﬂ is negatlve deflnlte and S|Id|ng mongs @) [D7) and]S) show that the reaction rates are depende
exists. on g1, p2 andT;. It has been proved in Eq_{119) that is
stable, which also implies the stability @b, becauses; is
decomposed by coal pyrolysis reaction to yigidand product
gases, therefore, for law of conservation of mass to hold:

Even more, sliding mode occurs after a finite time inter-
val [28], and the main control problem is solvable.

V < —7ls| (15)

ez, paltw) < o, i)

C. Stability of the zero dynamics >0 >0
The relative degree of sliding variables is zero, because
u is readily available ins. Therefore, all the state equations Now it can be inferred from Eqs[1(6).1(7) and (8) that for
in Section[dIIA constitute the zero dynamics of the systed@ny Ts: 0 < T, < Ti(f,2) < oo, the reaction rates are
with u = w1 (Eq. 1)), which makes = 0 [26]. After the bounded. The input; is also bounded as it is the function of
establishment of sliding mode it is mandatory to check wheththe reaction rates (Ed._(L1)).
the motion of the system called zero dynamics is stable. Th complete solution of EqL{17) is found by rewriting it in
The zero dynamics are comprised of following set dhe following form, which is obtained by substituting Ed8) (
equations, aftet > t;; whens = 0. The Eqgs. [(IB),[{d7) and [8) in Eq.[(1F7).



(20)

X(I) < ‘a52,1‘M2R1|maxT5(f,m)
t>0

0.21uy B, 10 ST
s(x)s< Sy 22

5+U1

(S—F’U,l

)

max T (t,2),U1,A
>0

—22142
9.55 x 108 Pexp ( = )k’y

= - 922142

Mk, /Ty 4 9.55 x 108py P exp ( = >

P2E

= — ky P~ Er —

P2E1p2 + k’yMg (P + Eg)
- \a72| /”” -
E, = -0 CR.d

eXp( up +0 J, 24

where0 < u; < Uy, 0 < 6 < A, Ey = E((T,), Fy =
E5(T,) andCRy = C'Ry(T,). The parameter§'R,, E; and
E> are given in Eqs[{7) and(8).

Now (20) can be solved as a linear PDE.

Let, @ (7) = exp < / 5d£>
O (1) + = (1) o = xw (0)

ot
— [ﬁg exp (ff)} dt = x/exp (ff)df

/d
dt

+ C'exp [—f (f, x) ﬂ
Sa

(21)

where,

C(0)= |2 (0.0) -

o]

consumed by the reactants; @nd H,O (g). Therefore, when
all the coal is consumed in the reactor then productio-of
is ceased and it is only consumed around

<N x (0, )
p2 (t,z) = pg(O,x)—g(ny)

exp (—¢f)

The heat equation if_(18) can be rewritten as:

C.T, = BT" — hT, + hT(x) + H, (22)
with,
T(0,2) = Ty, ()
T, (£,0) =T, (t,L) =0
3 I - r - 2
whereT, = an, T, = T andT,” = o7,

5
The solution of Eq.[(22) is acceptable ft'it is not unstable,
strictly speaking we need to show that the solution is bodnde
Formally speaking we have to deal with the analysis of a
complex nonlinear system, sindé, depends oril,. But as
it has been shown previously that all the reaction rates are
bounded for any value of’,, hence H, is also bounded.
Therefore, our problem may be reformulated in the following
way. It should be shown that solution to the linear PDE:

* 1 ~ ~ ~
L= & |BL — W, + hT() + g(t,x)} (23)
where,
IG(t, )| < Go, Go € RT
can be represented in the following form:
Ts = ATS + Tsx + Tsd (24)

where AT, corresponds to the solution without the inputs
T(z) and G, T, is the forced component defined iy(x)

Before investigating the solution gk (%, «) in @1), a brief ang 7., is the forced part which depends on the disturbance

description of the reaction zonke_[25] within the UCG react

(¢, ).

is mandatory. The reaction zofieis a region along the length  The poundedness of all the solution components in[Eq. (24)
of the reactor, where all the chemical reactions occur, wh@ninyestigated independently.

p1,p2 > 0theniz =0 <z, <Q <z, <= L. The

Consider the homogeneous heat equation:

boundary ofQ2 towardsz = L is z, which represents the
pyrolysis front whereast, towardsz = 0 corresponds to the
reaction front The pyrolysis reaction occurs in the proximity
of x,, with rate R, yielding char and product gases. The char
produced by pyrolysis reaction spans whéle The region
beyondz, contains unreacted coal, while the region before
x, contains ash produced from the burnt coal and char. The
values ofR, and R5 are only significant neat,, becausel,
has its maximum value here.

Now it can be inferred from(21) thaf; is produced near
T with rate determined by;. The g, is consumed by% and
R3 nearzx, as suggested by,. The reaction zon€& moves
towardse = L with time, as the coal and char are continuously

functional:

C,AT, = BAT,” — hAT,
with,

AT(0,z) = AT, (x)
AT, (£,0) = AT,/ (i,L) = 0

(25)

The stability of Eq. [(2b) is investigated by the Lyapunov

(26)



The time derivative of” is given as: The characteristic polynomial for the second order ODE is:
h . . [ h
r2 — — = 0, which yieldsr = + 7k The general form of

L . 1 L . B
V= / AT, CsATydx + 3 / AT, Cydx (27) Ts. is given as:
0 0
% K - JE JE
where, Ts. = Crexp B + Caexp | — B (33)
; L = =/ ! o 2
Vi= B/O AT (ATS ) dz — h/o AT, dz After incorporating the boundary condition®,, = 0, as
L - \2 L Ci=Cy=0. 5
= fB/O (ATS’> dx — h/o AT dx Let the particular solution bef’;, = Aexp (—Az). Now by

L L substitutingfsp in Eq.(31) the value of constant is obtained
- 5/ AT, (cpip1 + cpapa) dx
0 BAN exp (—Az) — hAexp (—\x) = —Aexp (—Ax)

M — las M. L.
__Dhep — fas, op ) / RiATdx A
2 0 A= ———— (34)
Mooy [ NB_h
26P2 =~ 2 5 5 ~
I /0 AT (R2 + R3) dz The solutionT?, is given as:
where Mycpy > |as, ,|cpaMs. _ A
As the derivative of the Lyapunov functional in EQ.{27) is Too = —ag 7, P (—Az) (35)

strictly negative, henc@\T, is asymptotically stable.

The following boundary value problem is solved to y|eIdb Thzre;ore the forced respongg, due to T'(z) is also
T, ounde

As the disturbancé€ in Eq. [22) is bounded, therefor®,
B ~ is also bounded. The boundednessTof;, can be shown if
BT, — hTs, + hT(x) =0 (28) it is represented in the modal form [29]. All the solution
Ts;(t, 0) = Ts;(t, L)=0 components of Eq.[[24) are bounded, therefdfe, stays
bounded throughout the process of gasification.
The gas temperaturB(z) is obtained by solving the linear The results in[{19),[{21) and boundedness/pfshow that
ODE in Eq. [42) the zero dynamics of the UCG process are bounded and SMC
design is valid.

T'(z) =T(0)exp (—Az) + )\/ exp {—A (x — X)}T(X)dX VII. N UMERICAL SOLUTION OF THE CLOSED LOOP
0 (29) SYSTEM
In order to asses the robustness of SMC against modeling
where )\ = is a constant inaccuracies and input disturbance, the dynamics of cbntro

Vg valve and gas analyzer, and the actual UCG reactor model
Eq. (28) can be rewritten in the following form by SUbSt'g|ven in [25] is used in the simulations. The UCG control
tuting A(T" — 1) = —vyC,T" from Eq. [42) system in Fig[lL is solved in Matlab. The time delays asso-
ciated with control valve and gas analyzer are replaced with
BT;’; — 0, CyT" =0 (30) first order Pade approximation [30]. For a time delayrgfs
v the first order Pade approximation fetp (—7,s) is given by:
By differentiating Eq.[(2B) with respect toand substituting
T’ in Eq. (30) yields the nonhomogeneous boundary value —TqS + 2
problem: exp (—7as) & —— o

The UCG reactor model is solved in two modes: ignition

for first ¢ty s and then gasification far> ¢,. The purpose of
~ . the ignition is to heat up the coal seam so that it becomes

whereA =4 |T(0) +7:(0,0)] is a co[\stant ~ ~ cond%cive to the gasificra)ltion reactions. During the ignitio

The overall solution of Eg.[]31) isT,, = Ts. + Ts,. phase the only reaction taking place in the UCG reactor is
The complementary solutioffs. is obtained by solving the that of the coal pyrolysis, the gasification reactions do not
following equation: occur in this phase due to the absence of steam. The detail
description of the solution of the UCG reactor can be found
in [24], [25], but, in order to keep the interest of the reader
brief description of the solution strategy is given in Talile

BT,” — hT,, = —Aexp (—=\z) (31)



TABLE |
SOLUTION OF THEUCG REACTOR MODEL

5.
6.

Input all the model parameters
Initialize the solid subsystem (Eqgs] (3} (4) and (5)):
pi (0,2) = piy () and T (0,2) = T, ()
Solve gas Eqs[_(#1)_(#2].(43) aidl(44) to yield thergahit
distributions with following inlet boundary conditions:

0.79ug,, 0.21ug,,
Ci(O): — — 0 ,T(O):To,

Vg0 Vg0

vg (0) = vg, and P (0) = Py

Iterative loop for time

e Solve the solid equations for new time.

e Solve the gas equations to yield updated distributions of

00000

the solution variables with same valuesazat= 0 in step 3,
except:
0, if0<t<tg
Cy(0) = 0 .
4(0) 2 ift>to
Vg0
0.79 .
ﬂ, if 0<t<ty
v
Ce (0) = J0
0.79ug (t + dt .
0m9uo (E+dt) ¢, o,
Vg0
0.21 .
L2 W00 if0<t<ty
v
C7 (0) _ g0

021ug (t+dt) o l
K - C

Vg0

Update timet™+! = t" 4 dt
Stop ift = tena, €lse go to step 4

However, the main objective of Tablé | is to show that how

the control input interacts with the system.

The UCG system is operated in open loop foK t < ¢

with the inputu,,, and fort > ¢, the operation is closed loop
with the flow rateuy. Actually the controller is brought in to
the loop after the transients of the ignition phase areesktt
down.

The differential equation for the control inputi =

—rsign (s) (Sec[Vl) is numerically solved using the forwardoccur. Steam is responsible for the steam gasificationicgact
Euler's mehtod[[31] withu (te) = ter-

wheredt is the sampling time for the numerical solution.

The air flowrateuy at z =

u(t +dt) = —rsign {s (¢) }dt + u (¢) (36)

0 is given by the following

equation:

1
ug (t 4 dt) = ¢ [Du(t) — Cu(t + dt) — Fuo(t) — Sup(t — dt)]
(37)
where,
TdyTa + Td, dt + 274dl
€ p—
dt?
2dt? — 271,dt — T, dt — 27q, Tq
D= '
dt?
o Td,Ta
dt?
o 2dt + Td,
§= dt
Td
="
dt

The air flowrateuy determines the concentration of thg O
and N, atz = 0 required to obtain the desired composition of
the product gases. One partwqf directly affects the output as
the inert gas N does not participate in any chemical reaction
and the other part influences the output through the UCG
reactor model.

The outputy is calculated by Eq[(48) angl,, in Fig.[1 is
computed as:

o (£ 4+ ) = = [3y(t) — Jy(t -+ dt) — Ky (t) — Sy (t — d)]

(38)

S

where$ = &(1, = 74,74, = 7a,), I = D(T4 = T4, Ta, =
Tay) 3 = €(Ta = 74,74, = Ta,), B = F(1a, = 74,) and
2 = @(Tda = ng)

VIIl. SIMULATION RESULTS

This section presents some simulation results for the dlose
loop system, in order to demonstrate the performance and
robustness of the SMC technique. For simulatiops= 1
hr, 7, = 7 = 74, = 74, = dt = 10 s and the controller gain

=2 X 1078,

The control effort in Figl ¥4 dragg to ., (Fig.[3). A critical
amount of steam is required for the process of UCG to exist,
otherwise the starvation or flooding of the UCG cavity can

which produces CO and #H The steam participating in the
gasification reaction is produced by the water influx from the
surrounding aquifers. The amount of intruding water can be
controlled by changing the operating pressure of the UCG
reactor, but still there is an uncertainty in the actual antou
of steam present in the reactor, because its measurement is
not available. However, there is always an upper limit to
the amount of steam available for the reactor, otherwise the
flooding of the cavity occurs and extinguishes the burning
of coal. The profile ofd used for evaluating the robustness
of the SMC algorithm is shown in the Fi§] 6. Despite the
variation iné the controller successfully keeps the output at
its desired level. The increase énincreases the production
of syngas and hencg The controller reacts to the situation
by increasingu which provides more @for char oxidation



reaction and results in higher concentration of C@hich actuator and sensor, and by using a simplified UCG model
decreasegy by reducing the molar fractions of CO and,H during control design.

Moreover, increasing: produces more moles of J;Nwhich
directly decreaseg. Similarly whend decreases, the controller

: ; ; 800
also reduces the moles of air entering the reactor to inereas __Sliding variable (yr_ym)‘
Y- 600 ]
x10™ g 400 20
e : iy
E 3 1 n
5 9 95 10
228 or
g
— 2.6 1 —-200 e
g 1 3 5 7 9 11131517 19
S 2.4 1 Time (hr)
o
_;:; 2.2 . Fig. 7. Sliding variable with time
1357 Tig]e %&013 15 17 19 The solutions of the states of the UCG process are shown
in Figs.[8[9 and10. The results are shownférhrs and400

cm, because during this time the coal bed is approximately

Fig. 4. Control effort with time
consumed up t@50 cm.

4200
\—5 hrs —12 hrs —19 hrs||
— 15
"_\E) 4000 Pyrolysis front
X —~
< I & A —
E 3800 E o1 | |
© S | |
> 36001 =, | |
c o | |
£ 0.5 ‘ \
& 3400 | | |
. 7yr J‘ “‘
3200 . ’
1 3 5 7 9 11 13 15 17 19 0 100 200 300 400
Time (hr) Zoomed length of UCG reactor (cm)
Fig. 5. Output of the UCG process with time Fig. 8. Coal density distributions with length at differesiinulation times
Fig.[8 shows that the magnitude of the coal density distri-
5 75X 107 bution is decreasing with time, which justifies the solutfon
: " H,0 (g) flowrate at x=0 the mass.ba'lanc';e of coal in E@lQ). It can also be noticed
o5 | that the distribution of coal density is pushed towaids L
2 with time.
§ 225
2 1
2 2 ] —5hrs —12 hrs —19 hrs
© 175 E 08/ Reaction front Eyrolysis front |
“c 06 -
1.5 o [ | [ |
1 3 5 7 9 11 13 15 17 19 S | \
Time (hr) 0.4 | \ ‘ \
a ‘ |
Fig. 6. Disturbance with time 0.2 \‘ \
The sliding variables is shown in Fig[J7. In reaching phase: 0 ‘ L
P ; ; 0 100 200 300 400
s # 0, the controller dragg to the sliding manifold in the Zoomed length of UCG reactor (cm)

presence ob and modeling uncertainties. While the design

of s keepsy = y, during the sliding motionis = 0. The Fig. 9. Char density distributions with length at differesimulation times
chattering phenomenon can also be seen in the zoomed view

of Fig.[d, which is caused by finite sampling frequency of The magnitude of the, distribution is increasing with time
discretization:f; = 1/dt = 0.1 hz, ignoring the dynamics of (Fig.[d) due to the coal pyrolysis reaction, but this inceeas



10

‘—5 Hrs—lé hrs—‘19 hrs 6
: . 0
1000/ Reaction front  Pyrolysis front | 5P = M; Zasu R; (39)
NN N Jj=1
— ) | ™
19 \ \
:w 800 ‘ “ | “ | where,
| ‘\ | pi (0,2) = piy(z), 0<z<L
600 [N T Il o) snr-1)—H
R T, _ dx {( kg | T~ 1) — H, o)
0 100 200 300 400 ot Cs
Zoomed length of UCG reactor (cm) where,
: . . . . . . TS(O,J?):TSO(JT), OSJISL
Fig. 10. Solid temperature distributions with length at efiént simulation T T
times s s
t,0) = t,L)=0, t>0
ox (t,0) ox t.L) ’ -

lessens ag; decreases. It can also be observed that the width
of the reaction zoné is also widening with time. The char whereC; is the total solid phase heat capacity (cal/K#m
density is consumed bf, and R; near the reaction front. and H, the solid phase heat source (cal/s?gm

Fig.[I0 shows that th&, distributions have higher values in
Q. All the chemical reactions occur within this region, begton
this region the temperature is not high enough to support aBy Gas equations
chemical reaction. A high value of temperature is maintine The gas phase equations are ordinary differential equation
within the reaction zone by the exothermic nature of CO%DES) in
pyrolysis and char oxidation reaction. Therefore, whero#ll '
the coal and char is consumed then there is no more fuel to

be burnt, and the temperature will attain its lowest possibl 3
value determined by the respective boundary conditions. dCi _ 1 —C-% + Za, R. (41)
The boundedness of the zero dynamics proved in Sec- dz Ug " da i—1 v
tion [VI-Cl can also be verified from the results in Figs[8, 9 AT h
and[I0. - Tuc, (T —1T5) (42)
IX. CONCLUSION aP _ vgp (43)
dz 2K

The SMC successfully maintains the desired heating value s 3
i i i dv v dP  u,dl’ RT
of the product gas mixture. The gain of the SMC is found %Yg _ _Yg &1~ g9 - ZZ“Z’J’RJ (44)

by knowing the bounds of the auxiliary functions of the dv ~ Pdr ' T dax
process variables. However, this methodology is applec#bl

in addition to tracking, the problem of stability is alsosed. whereC; is the concentration (mol/ch of gasi with i =

In our case it should be shown that so called zero dynamics e, g represents CO, COHs, H>0 (g), CHy, Na, O, and tar
4 L 21 2 7 L 21 2 1
governed by a set of PDEs. For the mass balance equatlo&srs the gas permeability coefficient (én . is the viscosity

solutions were found analytically and a Lyapunov functlonz;| . . :
was found to demonstrate stability of the heat equation. T Iga S) andit is the universal gas constant mol/K).

selected value of the controller gain also compensates for
the input disturbance and the modeling approximations maee
for analytical control design. The simulation results shbe

i=1 j=1

Chemical kinetics

success of the SMC algorithm. A set of six chemical reactions is considered [in![25], but
The implementation of the designed SMC on the actufdr the simplified model in Sectidn IIIJA only three importan
UCG site will further validate its effectiveness. reactions are considered, which include coal pyrolysigrch
oxidation and steam gasification [25].
APPENDIXA CH,0, andC H,Oj are the empirical formulas for the coal
ONE DIMENSIONAL PACKED BED MODEL OF and char respectively with, b, a andb are determined by the
UNDERGROUND COAL GASIFICATION coal and char ultimate ana|ysis_
The actual model of UCC_[25] is comprised of following The equations for the rates of the reaction are as follows:
equations. 1) Coal pyrolysis:
A. Solid equations Ry =525 exp (6039> (45)
These equations are based on the laws of conservation of M T

mass and energy for coal and char.
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TABLE I (9), N2 and Q. Actually the sum of the concentrations

CHEMICAL REACTIONS CONSIDERED IN THE MODEL of these three gases dominate the total concentration at
the reaction front. AsR, and R3 are only significant
Sr| Chemical equations near the reaction front so this approximation reduces the
1. Pyrolysis complexity of Eqgs.[(46) and (47).
CHoOp — |as, 1 |CHaOf +]a1,11CO +az,1|CO24-a3,1 H2 o The parameters like heat transfer coefficignt mass
+las4,1|H20 + |as,1|CHy + |ag,1|CoHe transfer coefficient:,, gas phase velocity,, total gas
2.| Char Oxidation phase heat capacity, and the thermal conductivity of
CHaOp + |a7,2|02 — |ag,2|COs + |as,2|H2O the coal and chak are considered constant to simplify
3.| Steam gasification control design.
CHzOp + \a473|H20 = |a1,3|CO + \a373|H2

APPENDIXB
DERIVATION OF THE HEATING VALUE

2) Char oxidation: Afte_r the removal of HO (g) from the p_rod_uq gases, the
gas mixture is sent to the gas analyzer which initially measu
Ry — L 46) the molar fraction of the gases and then calculates thertgeati
2 1 1 (46) )
value [24], [25].

RiCz kymz
9.55 X 108p2m7Pexp (%)T—o.s
R02 = i y=Hym, (L) + Hsmg (L) + Hsms (L) + Hgmg (L) (48)
2
. Ci (L)
T=8T,+(1-8)T m; = 100 x —
8
wherem; is the mole fraction oD, and 3 = 1 Cr(L)y= > Ci(L)
3) Steam gasification: i=1,i#4
L iy — (mly3) >0 wherem; is the molar fraction of gag andCr is the sum
Ry = { Tes ' Fuma Keq (47) of the concentration of all the gases exceptOH(Q).
—_t, ifmy - (%) <0 The Eq. [(41) is solved to yield’; (L) by assumingy, to
Rd+ vy : be constant. The solution for CO, GOH,, CH, and tar at
p B (m B m1m3> z = L with C; (0) = 0 is:
Cc3 4
my I(E\3
2p2¢ (5.052 - %) 1< L
Rt = p2my P~ exp T C; (L) = —~ Zai’j/o R;dx (49)
g j=1

2
M, [m4p+exp <722.216+ @)} .
The solution forC; (L), with C7 (0) = 0.21— is:

wherem,ms and m4 are molar fractions of CO, §Hand Y9
H,O respectively, and(g, is equilibrium constant for steam acr _ |a7,2|R
gasification reaction. dr vy, ?
L
g Y |az,2
D. Model simplification Cr (L) = 0.215 exp <‘u =3/ CR2> (50)

In order to make the control design analytically possible, i ) o ) _
following assumptions are considered in the actual model. N2 IS an inert gas and it does not participate in any chemical
. It is assumed that the pressure of the gas mixtufE2Cion, thereforé’s (L) = Cs (0) =0.79=.
is constant along the length of the reactor. If a well Almost all of the Q is consumed by the char oxidation
linked channel is established between the injection ameaction at the reaction froni_[25], so it is assumed that
production wells then the gas pressure does not drép (L) = 0. The expression foC7 (L) also supports this
significantly through the UCG channeél [24]. argument. Therefore, by substituting the concentratiothef
« Only the rate of forward reaction is considered for steagases in Eq[(48) the Ed.](9) can be obtained.
gasification in Eq.[(47). The concentration of steam does

L ACKNOWLEDGMENT
not vary much along the reactor, therefore it is assumed

: L 1) . . The authors would like to acknowledge control and signal
that it stays equal o its intial Valug;)' This assumption processing research (CASPR) group at Muhammad Ali Jinnah

further simplifiesR3. University, electrical and computer engineering depantnod

o It is also assumed that the total concentration of tlthe Ohio State University, electrical and computer enginge
gases near the reaction front(location along the lengtlepartment of COMSATS institute of information technolpgy
of the reactor where the injected air reacts with theCG project Thar, national ICT R&D funds and higher
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