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Optimal Configuration and Energy Management Scheme of an
Isolated Micro-Grid using Cuckoo Search Optimization Algorithm

Abstract - This paper proposes an optimization scheme for optimal configuration and energy management
of the micro-grid (MG), using the cuckoo search optimization algorithm (CSOA). The selected MG supplies
a load profile located between 30.119 latitude and 31.605 longitude. The energy produced by the MG
generation sources, according to meteorological data of the proposed location, is calculated using
MATLAB. The objective/fitness function is modeled and designed for minimizing the total investment cost
(TIC) including capital, investment, operation and maintenance costs. A novel weighted goal attainment
function (WGAF) has been proposed to reduce CO, emissions and their associated costs. Moreover, WGAF
also applies higher taxes on the amount of emissions that exceed governmental approved limits. To
investigate the effects of WGAF on the TIC ($/year), annual cost of energy ($/kWh), and CO, emissions,
various weighted coefficients are analyzed. The simulation results have shown that the designed
optimization scheme can robustly and efficiently produce the optimal MG configuration that is both eco-

friendly and generates economic benefits.

Index Terms— Micro-grid (MG) optimization, energy management, cuckoo search optimization algorithm

(CSOA), weighted goal attainment function (WGAF).

1. INTRODUCTION

A micro-grid (MQ) is a local energy provider that reduces the energy expense and gas emissions by
using distributed energy resources (DERs). MGs are treated as promising choices or even alternatives to
existing centralized or traditional grids [1]. MGs employ a diversity of distributed generation (DG) units
including photovoltaic (PV) cells, wind turbines (WT), and energy storage (ES) devices, such as batteries
[2]. It is known that a very large number of population in the developing regions currently lacks grid based
electric power services. In many cases, grid extension is not practically feasible. Therefore, MGs can play

a pivotal role in reducing the electricity gap in various parts of developing world [1].
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The proper selection and optimal sizing of DERs for a specific goal or objective are challenging and

very important tasks in the design process of isolated MGs. The constrained optimization of a MG
configuration is a challenging task, which can be accomplished by choosing a suitable non-linear
programing technique [3].
In literature, several analytical and heuristic optimization techniques have been implemented on MG
systems, cf. [4-9]. Rui Huang, et al., [10] proposed an approach for finding the optimal placements and
sizes of MG components. The authors used genetic algorithm (GA), which is one of the heuristic-
based evolutionary optimization methodologies for solving their proposed optimization problem.
Behrooz Vahidi, et al., [11] proposed a model for optimal operation of a MG. The solution of their
proposed optimization problem yielded a diversity of DG units usually used in MGs. The constraints
considered in the proposed optimization problem reflect several limitations found in MG systems. The
environmental costs had also been considered in the optimization problem. The problem was solved using
bacterial foraging optimization algorithm (BFOA). Heikki N. Koivo, et al., [12] suggested a generalized
formulation for obtaining the optimal operation strategy and cost minimization scheme for a MG. The MG
components from actual manufacturer data are constructed before the optimization of the MG itself. The
suggested objective/fitness function considers the costs of the emissions, operation, and maintenance.

A flexible generalized approach or methodology is essential for any kind of MG design for higher
computational efficiency. Artificial intelligence (Al) techniques (that use bio-inspired technologies)
are widely used, especially for complex large-scale optimization problems with linear and non-
linear constraints. These techniques effectively increase the MG system efficiency by finding the best
configuration to optimize the economic and technical criteria. Ramin Rajabioun in [13] proposed a new
optimization algorithm which was inspired by the lifestyle of a bird called Cuckoo. The proposed algorithm
is suitable for non-linear optimization problems. The algorithm was tested on 5 benchmark objective
functions. The Cuckoo Search Optimization Algorithm (CSOA) was compared with the standard version
of GA and particle swarm optimization (PSO) algorithms. The comparison showed the superiority of CSOA
in fast convergence and global optima achievement. The results showed that CSOA has converged faster
in less iterations. CSOA had found acceptable and very good determination of global minimum in small
number of iterations.

This paper presents construction and design of an optimal configuration and energy management scheme
of the MG components. An algorithm is designed for calculating the energy available from MG
generation sources according to the meteorological data of the suggested location. The MG components are
selected and designed to supply the suggested load to minimize the total investment cost (TIC). A novel

WGAF is designed for limiting the CO) emissions and also to take into account the cost of the



environmental emissions. The optimization problem is solved using CSOA. The results obtained via CSOA
are also compared with those obtained from BFOA. Various weighting coefficients are selected to

investigate the WGAF effects on the TIC in $/year, annual cost of energy in $/kWh, and CO» emissions.

The proposed optimization scheme, used with CSOA, has the advantages that it is simple and can
be extended to deal with more multi-objective functions besides dealing with more renewable and
storage components for the MG. Also, this research reveals that the MG will operate successfully
as an isolated controllable power generation unit for supporting the utility as well as reduces the
dependency on the main grid and increases the market penetration of the MG system or MG
sources. Accordingly, it minimizes the problems associated with central power plants such as
power blackout and limitations of fossil fuels.

This paper is organized as follows: description and modeling of the MG system components is
introduced in Section 2; the steps involved in CSOA are explained in Section 3; the optimization problem
for MG configuration is explained in Section 4; Section 5 describes the case study and implementation of
the optimization scheme; simulation results are discussed in Section 6 and finally, the conclusions are

provided in Section 7.

2. MODELING OF THE COMPLETE SYSTEM

The proposed isolated MG system includes WTs, PVs, batteries, PV controllers, DG units, and inverters.
Fig. 1 indicates the schematic diagram of the suggested MG system. The first step for the optimization
process is to model MG components supplying the load. In the following sections, a description of modeling

for components and units of the complete system is demonstrated.
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Fig. 1: Schematic diagram of the proposed MG system



2.1. WIND TURBINE MODELING

Wind Turbines (WTs) use kinetic energy (from wind speed) for producing mechanical energy that is
then utilized for generating electrical energy [14]. The electrical energy generated by a WT can be
calculated using its height and site weather information [15]. The speed of wind, at a specific height, can
be sourced from “NASA surface meteorology and solar energy” [16]. The modification in speed of wind to
the desired hub height, using the measured speed of wind at the reference height, is significantly required
[17, 18]. The energy output from the WT, at a site wind speed, is obtained using the WT power curve
denoted by the manufacturer. For a known or given speed profile, the energy available from wind can be

modeled using [19]

Umax

Fwr =Tar ). Py f0k0), ()
Vmin

where Ey,r represents the energy output from WT in kWh at a given location, Ty, represents the time
(hours) used in the study, P, represents the power output of WT (kW), (Vpnin> Vimax) represent the minimum
and maximum speeds of wind, and f (v, k, ¢) represents the Weibull function for a given site wind speed
(v) at a designed shaping coefficient k and scaling coefficient c.

The energy pattern factor (EPF) approach is required and recommended for more precise determination
of the coefficients ¢ and k. The use of EPE approach reduces the uncertainties concerning the output wind

energy calculation for wind energy conversion system (WECS) [20, 21].

2.2. PV MODELING
Photovoltaic modules are systems in which straight sunlight is converted to electricity. The energy per
year of a PV module at a certain location with a known solar irradiation and temperature can be modeled

and calculated using

Gmaermax
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where Epy is the energy production per year of PV, Ty, represents the time (hours) through which the
sun hits the PV and P(T, G) represents the PV output power in watts at a solar irradiation G and temperature

T of hourly average values. The output power is calculated as [22, 23]

P(T,G) = PSTC%(l + k(T - T,)), 3)



where Pgrc represents the maximum power for the PV at STC, G,y is the fallen irradiation, Ggrc
represents the irradiation at STC (1000W/m?), k is the power temperature coefficient of power (0.5 %/c°),

T, is the cell temperature and T, is the reference temperature.

2.3. DIESEL GENERATOR (DG) MODELING

Traditional diesel generators have been the provider of peak shaving and stand-by power [22]. The
power generated by DGs is characterized by their fuel efficiency and consumption. DGs operate between
80 and 100 percent of their nominal power for higher efficiency use [24]. The energy that can be generated

by a DG is determined using [25]

Epc(t) = npGThrPpe (), 4)

where Ep is the DG energy per year in (KWh), Py is the DG rating power, 11, is the DG efficiency,
and Ty, represents hours of operation for DG.

Specific fuel consumption (SFC) (’kWh) is “the fuel consumption needed to produce 1 kWh of energy
and it is equal to hourly fuel consumption (1/h) to supply a given load during 1h”. The fuel consumption of
a DG depends on both the load and the generator size. The hourly fuel consumption and fuel cost of the DG

are computed as

CI(t) = aPn(t) + bh,, (5)
CfDG = Cf(aPn + bPO), (6)

where Cy is the fuel price in ($/L) including fuel transportation, a and b are the coefficients of fuel
consumption curve, and P, and P, are power output and nominal capacity of the diesel generator,
respectively. In this paper, a and b are taken as 0.081451 and 0.2461 L/kWh, respectively, [24] and C¢
equals $0.4/L [26].

The total CO, emission amount can be determined using the following [17]

Qco, = Fc Ey, (7)

where Qco, is the total CO; emission amount in (kg), F is the consumption of fuel in (kWh) and
Ef represents the emission factor for the fuel used in (kg/kWh). For the diesel fuel considered in this paper,
the default CO; emission factor is 0.705 kg/kWh [18].



The department of Environment, according to European standards [26], recommends a tax on the annual
emissions of harmful CO; gas. Therefore, a novel weighted goal attainment function (WGAF) is designed

and proposed in this paper to apply such a tax and limit the CO: emissions

Cem = C1¢3Qc0, + C2¢40Qc0,, )

where C,,, is the CO; emissions cost, C; and C, are weighted coefficients that reflect the values

recommended by environmental Laws, c3 and c, are selected such that c; + ¢, = 1and C; + C; = 0.

2.4. BATTERY BANK MODELING
A battery is an electro-chemical device that stores electrical energy from AC or DC units of MG for
later use. Since the output of the renewable sources (WT and the PV) of the MG is a random behavior, the
state of charge (SOC) of the battery is constantly changing accordingly in a MG system [27]. The required
capacity of a battery bank for a MG system can be determined as
__ LanjdayNc
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where Bpgeq is the required capacity of the battery bank in Ampere-hour (Ah), Lap/dqy is the 4h
consumption of the load per day, Mp, is the maximum discharge depth, Dy is the discharging factor and N,
represents the autonomous day’s number.

The number of parallel connected (Np) batteries for giving the 44 needed by the MG system is
determined using Eq. (10), while the number of series connected (Ns) batteries for the given Vy is

determined using Eq. (11) [18].
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where B, is the selected battery capacity in Ak, Vy is the MG system voltage and Vjy is the voltage of
battery.

The total number of batteries (Ngr) is calculated as

NBT = NPNS' (12)



2.5. PV CONTROLLER MODELING

The maximum power point tracking (MPPT) controller is implemented as a PV controller that tracks
MPP of the PV module. This is achieved throughout the day delivering the maximum amount of the
available solar energy to the MG system [28]. The MPPT controller sizing consists of determining the
number of PV controllers needed for the MG system. It is calculated using Eq. (13), (14), and (15) [18, 24]

Ppv Rioe = NpvPpy gs (13)
Pmax_con = Vplcon (14)
P
Neon = PPV_RtOt; (15)
max_con

where I.,, represents the maximum current which the controller handles from the PV cell to the battery,

Vp is the voltage of the battery, Ppy g is the PV rated power at STCs, Ppy g,,, is the total power of the PVs

at STCs, Pyax con represents the maximum power of one controller and Npy represents the total number of

PV modules.

2.6. INVERTER MODELING
Inverters are generally used as the interface to connect energy between MG components and the load.

The used inverter must be capable of handling the maximum energy predictable by AC loads [25, 29]. The

inverters are classified into three main schemes: stand-alone, grid-tied battery-less, and grid-tied with

battery backup inverters [24, 30]. In this paper, the stand-alone inverter is used. The number of inverters

needed for a certain load demand can be modeled and enumerated as [31]

Ly max

Nipy = ’ (16)
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where Pipy, max represents the maximum power that the inverter can supply, Py mqay is the maximum

power that the MG generates, and N;,,, represents the number of inverters.

3. CUCKOO SEARCH OPTIMIZATION ALGORITHM (CSOA)

Cuckoo Search Optimization Algorithm (CSOA) is “a meta-heuristic algorithm inspired by the obligate
brood parasitism behavior of some species of a bird family called Cuckoo” [32]. These types of Cuckoo
birds lay their eggs in the nests of the other host birds with fantastic abilities such as selecting the nests that
are recently produced and removing existing eggs to increase the probability of their eggs hatching. The

host bird takes care of the eggs presuming that the eggs are its own. However, some of host birds can



identify their own egg from imposter’s cuckoo eggs. These birds will either build new nests in other
locations or throw out the discovered alien eggs. The cuckoo breeding analogy is used for developing
optimization algorithm. The CSOA method and the steps to search the optimum solution are given in the
following sub-sections. Prior to the implementation of CSOA, some parameters need to be initialized, which
include number of nests (n), discovering probability (pa), the step size parameter (¢) and the maximum

number of generation as termination criteria.

3.1. GENERATION OF INITIAL NESTS OR EGGS OF HOST BIRDS
The initial locations of the nests are determined by the set of random values specified to each variable

as indicated by

neSti?k = round (xk,min + rand (xk,max - xk,min)): (17)

where nest?), represents the initial value of the k" variable for the it" nest, (XK max» Xk,min) are the

minimum and the maximum allowable values for the k" variable and rand is a random number in the

interval [0, 1]. The round function is used due to the discrete nature of the optimization problem.

3.2. GENERATION OF NEW CUCKOOS BY LEVY FLIGHTS
Except for the best one, all the nests are displaced according to the quality of new cuckoo nests created

through levy flights from their positions as indicated as

nestf*! = nest! +«.S. (nestf — nest}).R, (18)

Where nest! represents the current position of it nest, R is a standard normal distribution random
number, o is the step size parameter, nest} is the position of the best nest and S is a random walk based
on the levy flights.

The levy flight provides a walk of random characteristics. The random step length is inspired from a
levy distribution. One of the most efficient and yet straightforward ways of applying levy flights is
Mantegna algorithm. The step length S in this algorithm can be determined by [33]

U
S = e (19)

where £ is a parameter between (1, 2) and (U, V) are drawn from normal distribution as

U~n(0,02), (20)

V~n(0,02), (21)
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3.3. ALIEN EGGS DISCOVERY
The alien eggs are discovered using discovering probability matrix for each solution. This function is

modeled as [33]

1; P
P, _{ ; rand < P, 23)

“0; rand =P,
where P, is the discovering probability. A good quality of new generated eggs will replace existing eggs

from their current positions through random walks with step size as follows [33]
S =rand (nests(randprml(n), :) — nests(randprm2(n), : )), 24)

nest't! = nestt + S. P, (25)

where randprm is a random permutation function used for different rows permutation applied on nests

matrix, and P is the probability matrix.

3.4. TERMINATION CRITERION
The steps used to discover the alien eggs and generate new cuckoos are alternatively performed until a

termination criterion is reached.

4. OBJECTIVE FUNCTION AND CONSTRAINTS FOR MG CONFIGURATION
PROBLEM
The optimal MG configuration, that can supply a load, makes the best compromise between the CO,
emissions and the energy cost to minimize the objective function with MG constraints through the lifetime

of the system.

4.1. OBJECTIVE FUNCTION

The objective of the proposed approach is the design of an optimal MG configuration scheme that can
feed the prescribed load under the suggested objective/fitness function with various constraints. The
decision (optimization) variables are the number of wind turbines, PV modules, batteries, controller units,

inverter units, and diesel generators. The number of the optimization variables is decided by the proposed



approach, from various available components of different ratings which are given in the appendix. These
variables constitute the numbers of equipment needed to supply the load at minimum investment cost. The
objective/fitness function is proposed for reducing the system TIC within the MG system lifetime in the

standalone mode. The mathematical model for the objective function can be formulated as [18]

nwr npy NBAT npG
TIC = z Nwri-Cwri + ) Npyj.Cpyj + Z Npark- Cpark + Z Npgi- Cpar
i=1 neon =1 ple1 =1 26)
+ Z Nconm- Cconm + Z Ninvy- Cinvy,
m=1 y=1

TIC should be minimized by a proper choice of the number of wind turbines (Ny,r), PV modules (Npy ),
batteries (Npur), diesel generators (Npg), controller units (Ngyon) and inverter units (Npyy).
Cwr, Cpy, Cpg, Cpar> Ccon, and Cpyy represent the TICs of WT, PV, DG, battery, controller, and inverter,
respectively. The techno-economic data of the commercial components used in this study are available in
[25]. The TIC of DG comprises the capital (C¢qp), installation (Cjyg), operating, maintenance per year
(Cogm)- fuel (Cr) and the CO; emissions (C,p,) costs. However, the TIC for other MG components include
capital (C.qyp), installation (Cyy;), and operation and maintenance (Cpgp) costs. The TIC for the DG (Cpg),

wind turbine (Cy7), PV (Cpy), battery (Cg,e), converter (Ce,p,) and inverter (Cpp,,,) are calculated as [18,
25]

Cpe = (Ccaz_DG + Cr pcHann + Cogm_pcHann + Cem) Thifetime 27)
Cwr = Ceapyr + Cinsyr T TriretimeCoam wrs (28)

Cpy = Ceap_pv + Cins_pv + Trifetime Cogm_pv> (29)

Cgat = Ccap Bat + Cins_Bat + Crep_BatNrep_Bats (30)

Ccon = Ceap_con + Cins_con + TLifetimeCogm_con + Crep_conNrepcon, (31)
Cinv = Ceap_inv + Cins_imv + TLifetime Cogam_mv + Crep_invNrep_inv- (32)

where T is the daily hours of operation of the DG, Hy,,, is the total number of hours that the DG can
be used in one year (Tpg X 365), Tj;retime 18 the lifetime for the project (20 years) and Ng,y, is the number

of units replacements through the lifetime period.



In this paper, the lifetime of both PV modules and WT is supposed to be 20 years, the inverter and
controller life time is 10 years, and the life time of the batteries is assumed to be 5 years [25]. The MG units
replacement costs (Crep) are the same as their capital costs. As previously mentioned, C, is calculated
by a novel WGAF given by Eq. (8). The total number of units in the selected MG Configuration is provided
in Table 1.

Table 1: Bounds for optimization variables of the units in the selected MG Configuration
Bounds | Nyr | Npy | Npat | NpG | Ncon | Nimw

Minimum | 0 0 0 0 0 0
Maximum | 1 40 20 20 | 100 | 20

4.2. MG CONSTRAINTS

The total generation of yearly energy (kWh/year) must exceed or at least equal the effective annual
energy consumption, which is the energy consumed by the yearly load divided by the efficiency of the

overall system (7). The energy balance and the overall system efficiency can be determined as [18]

E oa
YiNwrEwr + X NpyEpy + X NpgEpg = :sysd’ (33)

Nsys = NpcNBatMconMimvlw, (34)

where E;,,q represents energy consumption of the load, Eyr, Epy, and Ep;, represent the energy
generated by WTs, PV modules and DGs, respectively in (kWh/year), sy, N> Ncon> Tws Meat> and Npg
represent overall efficiency of the MG system, inverter, PV controller, connection wires, battery, and DG
efficiencies, respectively. The average efficiency for DG, battery, PV controllers, inverter, and wires, are

shown in Table 2.

Table 2: Efficiencies (average) of the MG components

MG Efficiency MG Efficiency
components components
DG 0.85 Inverter 0.95
battery 0.85 Wires 0.95
PV controller | 0.95

The bounds on the optimization variables of the MG system, the constraints regarding sizing of PV

controllers and inverters and the constraints on the SOC of batteries are given by [18]

0 < Nyr < Nwr_max; (35)



0 S NPV S NPV_max’ (36)

0 < Npg < Npg_max: (37)
Z NConPCon = PPV_max' (38)
J
ZiNInvPIm; = Pmaxa (39)
Z Ny Py 2 PInv_max: (40)
i
SOCin < SOC < SOCpgy (41)

where Ny 1 max> Npv max»> a0d Npg max represents the maximum number of WTs, PV modules and DG
units, respectively. Pry,, Peons Prax, a0d Ppy may represent the maximum output power (W) of inverter,
PV controller, load and PV module, respectively. SOC is the state of charge of a battery.

DG should have operation time limits for reducing wear and tear. This limitation can be modeled by

[26].

T=24
> T < Ty, 42)
T=1
0< Tpg <K. 43)

where Tp; represents the time (hours) that the DG operates daily and T,,,,,, is the maximum permissible
time that the DG operates per day.

The CO; emissions amount in kg is an indication and measurement parameter for the environmental
pollutant emissions. It represents the percentage of the maximum CO, emissions in the fuel combustion
process.

In this study, novel WGAF, described in section 2.3, is designed to investigate the impact of CO,
limitation on the optimal system configuration and TIC. This is achieved by applying an increasing tax on

the CO, emissions.

5. CASE STUDY AND IMPLEMENTATION

The case study is a typical isolated MG used to supply a load located between 30.119 latitude and 31.605
longitude. It consists of different types of energy generation units such as WTs, PVs, DGs, and battery

banks as a storage system. The optimization scheme is used for obtaining the optimal configuration and



energy management of the MG components that satisfy the objective/fitness function with the novel WGAF
discussed previously. Input data includes the load data, meteorological data of the suggested location, and

techno-economic data of the MG system components.

5.1 LOAD DATA

It is considered that outdoor and indoor lighting load for the educational building will be met by a MG
system. Table 3 shows the daily electrical load requirements, with peak load of 50 kW. Using Table 2 and
actual load measurements, a load profile is built as shown in Fig. 2. It shows the daily load profile for the

proposed MG system with a maximum value of 50 kW and an average consumption of 516.724 kWh/day.

Table 3: Daily electrical load requirements

Parameters Entrance Outdoor Indoor
Rated power (kW) 1.08 14.588 49.968
Operation period (h) 6 11 7
Daily energy(kWh/day) 6.48 160.468 349.776
Total daily energy (kWh/day) 516.724

60

load consumption (kW)

0 5 10 15 20
Hour

Fig. 2: Considered daily load profile

5.1.1. METEOROLOGICAL DATA AND TECHNO-ECONOMIC DATA

The solar radiation and wind speed (monthly average) are obtained from “NASA surface meteorology
and solar energy” [16]. The monthly average irradiation and air temperature (°C), for the suggested location,
incident on a horizontal surface, are indicated by Table 4 and Table 5, respectively. Table 6 indicates the
average values per month of the wind speed at 50 m above earth’s surface. As explained in Section 2.1, it
is necessary to adjust the wind speed to the hub height if the speed is measured at a height different from
that of turbine hub height. In this paper, the wind towers are measured at a height of 2 m, so that the



measured wind speed values must be modified as shown in Table 7. The techno-economic data of the used

commercial components in this study are available in [25].

Table 4: Monthly averaged irradiation for the suggested location

Month Jan | Feb | Mar | Apr | May | Jun | Annual Average
22-years average solar radiation (kWh/m2/day) | 3.23 | 3.91 | 5.11 | 6.28 | 6.99 | 7.69

Month Jul | Aug | Sep | Oct | Nov | Dec 5.1
22-years average solar radiation (kWh/m2/day) | 7.33 | 6.85 | 5.86 | 448 | 3.45 | 3.00

Table 5: Averaged air temperature/month for the suggested location

Month Jan | Feb | Mar | Apr | May | Jun Annual Average
22-years ey temperature | 133 | 136 | 160 | 20.1 | 23.4 | 263
Month Jul | Aug | Sep | Oct | Nov | Dec

21

22-years average air temperature

©C) 282 | 282 ] 263 | 22.8 | 189 | 14.8

Table 6: Averaged wind speed/month at 50 m from the surface for the suggested location

Month Jan | Feb | Mar | Apr | May | Jun Annual Average
Measured wind (Slfj:)d atS0mheight | 450 | 501 | 499 | 4.78 | 4.80 | 4.68
Month Jul | Aug | Sep | Oct | Nov | Dec 475
Measured wind speed at 50 m height 473 | 471 | 478 | 468 | 4.44 | 471
(m/s)
Table 7: Averaged modified wind speed/month for the suggested location
Month Jan Feb Mar Apr May Jun Annual
Average
Modified speed at 20m height(m/s) | 4.1584 | 4.3953 | 4.3778 | 4.1935 | 4.2111 | 4.1058
Month Jul Aug Sep Oct Nov Dec 41709
Modified speed at 20 m height (m/s) | 4.1497 | 4.1321 | 4.1935 | 4.1058 | 3.8952 | 4.1321 )

5.2 IMPLEMENTATION OF CSOA

To apply CSOA in the MG configuration, each nest will be represented as a set of solutions, while the
eggs will be represented as the number of PVs, WTs, DGs, PV controllers and batteries, seeking the best
solution (nest) or the optimal MG configuration and energy management. As the optimization problem is
non-convex, therefore, it is not possible to determine the existence of the solution analytically. Hence an
extensive simulation study has been carried out, which satisfies all the constraints of the case study. The
CSOA algorithm has been run for 20 independent trials with different settings until the solutions are very
close to each other. Then, the best one has been selected for comparison. According to the trials, the basic
CSOA parameters used herein are given in Table 8. The flow chart for the proposed optimization scheme

using CSOA is shown in Fig. 3.



Table 8: CSOA parameters

Number of iterations 2000
Number of nests (n) 65
Discovery probability or alien eggs (Pa) 0.25
Step size parameter (a) 1
Initialization of Initial Parameters
v
Initial Random Population of Host Nest
!
A Cuckoo Randomly Generated By Levy Flights
v

MG Run and Evaluation of Cuckoo Fitness Function
Using Equation (24) and WGAF in Equation (8)

v

Replace a Better Quality Cuckoo in a Nest Chosen Randomly

v

Abandon a Fraction (P,)of the Worst Nest and Build New Ones
at New Locations Using Equation (18)

topping
Criteria

eached?

Yes

Obtain Optimal Solutions

Fig. 3: CS method for optimal configuration

5.3 COMPARISON WITH BFOA
The MG configuration results obtained with the help of CSOA are compared with those obtained by

BFOA discussed in [34, 35]. The BFOA algorithm has also been simulated for 20 independent trials with

different settings until the solutions are very close to each other. According to the trials, the basic BFOA

parameters are given in Table 9.



Table 9: BFOA parameters

Dimension of the search space (p) 65
Total number of bacteria (S) 100
Number of chemotactic steps (V.) [4:10] 10
Swimming length (IVy) [2:4] 4
Number of reproduction steps (V) [4:10] 4
Number of elimination—dispersal events (Neq) [1:4] 4
Elimination-dispersal probability (P.s) [0.25] 0.25
Number of bacteria (splits) per generation (S,) 4
Step size c(i) [<=0.1] 2e-6

6. OPTIMIZATION RESULTS AND ANALYSIS
The optimum MG system configuration that meets the energy required by the previously mentioned
load profile is obtained by performing the designed optimization scheme. The simulation results using

CSOA and BFOA are discussed in the following subsections.

6.1. USING CSOA WITHOUT CO; EMISSIONS CONSTRAINTS

Table 10 lists different types of wind turbines, PV modules, diesel generators, inverters and controllers
selected in the optimum MG configuration design without CO, emissions limitations. A group of batteries
is also used to store the excessive energy in case the generation is higher than the load, and to supply energy
in the opposite case scenario. In this case, the total generated energy is of 321614.6378637 kWh/year,
whereas, the energy consumption is 321603.8851 kWh/year. The model represents a MG system
configuration with a TIC value of $43931.6071with high CO; emissions of 13769.1544 kg.

Table 10: MG sizing optimization results using CSOA without CO, emission constraints

MG Commercial type Rated cap. | No. Commercial type Rated cap. | No.
wind SouthWest (Air X) 400w 1 Bornay (Inclin 250) 250w 1
SouthWest (Whisper100) 900w 1 Bornay (Inclin 6000) 6000w 1
SouthWest(Whisper 500) 3000w 1 Kestrel Wind (600) 600w 1
AeromaxEng(Lakota) 800w 1 Kestrel Wind (3000) 3000w 1
Bergey (BWC 1500) 1500w 1 Solacity (Eoltec) 6000w 1
Bergey (BWC Excel-R) 8100w 1 -—- -- -

PV Sharp ND-250QCS 250w 40 CSI CS6X-285P 285w 40

Hyundai HiS-255MG 255w 40 Canadian Solar-250P 250w 40

Lightway 235w 40 CSI CS 6X-295P 295w 40

Trina TSM-PAOS 240w 39 Canadian Solar-300P 300w 40

Solartech SPM135P 135w 32 Canadian Solar-255M 255w 40

CSI CS6P-235PX 235w 40 Hyundai HiS-260MG 260w 40
CSI CS6X-280P 280w 40 --- - -
Diesel STEPHIL -SE 3000D 1900w 10 -—- -- -
Bat. Surrette 2Ks33Ps 1765Ah 10 --- --- -




Con. SE-XW-MPPT-60 1500w 92 -—- - -
Inv. SE-DR1524E 1500w 2 SE-XW4024 4000w 11
SE-XW6048 6000w 1 — - -

6.2. USING BFOA WITHOUT CO; EMISSIONS CONSTRAINTS
The optimization results using BFOA without emission constraints are listed in Table 11. In this

configuration, the total generated energy is 321738.9684 kWh/year, whereas, the consumed energy is
321603.8851 kWh/year. The TIC of MG system is $44193.1987 with CO, emissions of 13769.15449 kg.

Table 11: MG sizing optimization results using BFOA without emission constraints

MG Commercial type Rated cap. | No. | Commercial type Rated cap. | No.
wind South West (Air X) 400w 1 Bornay (Inclin 6000) 6000w 1
South West (Skystream3.7) 1800w 1 AR (ARE442) 10000w 1
Bergey (BWC Excel-R) 8100w 1 Kestrel Wind (800) 800w 1
Bornay (Inclin 250) 250w 1 | Kestrel Wind (3000) 3000w 1
Bornay (Inclin 600) 600w 1 Solacity (Eoltec) 6000w
PV Sharp ND-250QCS 250w 38 CSI CS6X-285P 285w 40
Hyundai HiS-255MG 255w 40 | Canadian Solar-250P 250w 40
Lightway 235w 40 CSI CS 6X-295P 295w 40
Trina TSM-PAQS5 240w 40 | Canadian Solar-300P 300w 39
CSI CS6P-235PX 235 40 Canadian Solar- 255w 39
255M
CSI CS6X-280P 280w 40 | Hyundai HiS-260MG 260w 40
Diesel STEPHIL -SE 3000D 1900w 10 --- - -
Bat. Surrette 2Ks33Ps 1765Ah 10 - -- -
Con. SE-XW-MPPT-60 1500w 88 -—- -- -
Inv. SE-DR1524E 1500w 6 SE-XW4024 4000w 11

6.3. COMPARISON BETWEEN THE PROPOSED CSOA AND BFOA
A comparison between the results obtained by BFOA with those obtained by CSOA is provided in Table

12. The TIC, emissions levels, energy generated, and cost of energy are examined. The table also shows

the seeking time of each technique for obtaining the optimum MG configuration.

Table 12: Optimization results using BFOA, and CSOA without CO, emissions limitations

Used Technique CSOA BFOA

Energy consumed by the load 321603.8851 321603.8851
Generated energy (kWh/year) 321614.6378 321738.9684
Surplus energy (kWh/year) 10.7527 135.0833
Wind energy (kWh/year) 45400.9129 55640.5882
PV energy (kWh/year) 240242.8910 230729.8802
Diesel Energy (kWh/year) 35368.5 35368.5
TIC ($/year) 43931.6071 44193.1987
Annual cost of energy ($/kWh) 0.1366016 0.137415
CO2 emissions (kg/year) 13769.1544 13769.1544
Seeking time (sec) 49.9 112.4




It is obvious from Table 12 that the results of the MG configuration via CSOA are better than that
obtained by BFOA with respect to TIC, annual cost of energy, and seeking time. It is also clear that the
optimized MG configuration using CSOA shows high robustness properties with respect to load constraints.
Also, the optimization scheme tends to select PV with numbers which are higher than DG and WT.

According to these results, it can be concluded that the selected site has good temperature and irradiations.

6.4. USING CSOA CONSIDERING THE CO; EMISSION LIMITS

In this subsection, impacts of limiting the CO, emissions on the TIC, annual cost of energy, energy
generated by MG generation sources, and % change in CO, emissions are examined. Table 13 shows the
results of the MG configuration considering the novel proposed function explained in section 2.3. Figures
4, 5 and 6 show the monthly energy generated in a year by different MG generation sources with different

coefficients of WGAF.

Table 13: Impact of CO; emissions limiting using the proposed WGAF
N Cs0A
Item
Proposed limiting function C =0%& Ci=5%& Ci=5%& Ci=5%& Ci=5%&
coefficients C:=0% C2=5% C,=10% C, =50% C, =100 %
Energy required by the load | 321603.8851 | 321603.8851 | 321603.8851 | 321603.8851 | 321603.8851
Generated energy(kWh/year) | 321614.6378 | 322360.2299 | 321901.7772 | 322476.4110 | 321883.5582
Surplus energy (kWh/year) 10.7527 756.3448 297.8921 872.5259902 | 279.6731270
Wind energy (KWh/year) 45400.9129 63696.8033 65654.3882 | 67235.51459 | 71828.31010
PV energy (kWh/year) 240242.8910 | 230368.6266 | 231489.4389 | 237556.6464 | 235.9078481
Diesel Energy (kWh/year) 35368.5 28294.8000 | 24757.95000 | 17684.25000 | 14147.40000
Numbers of DGs 10 8 7 5 4

TIC ($/year) 43931.6071 44055.1225 44012.6346 | 44352.7181 48544.7398
% Change in TIC base +0.28115383 | +0.18444020 | +0.95856063 | +10.5007148
Energy/year cost of ($/kWh) 0.1366016 0.13698566 | +0.13685355 | 0.137911014 | 0.15094575
CO: emissions in (kg/year) 13769.1544 11015.3235 9638.4081 6884.577247 | 5507.661797

% Change in CO2 emissions base -20 -30 -50 -60
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It can be concluded from the above results that by increasing the WGAF coefficients (c;, c2), the
number of diesel generators and hence the CO, emissions is decreased. As a result, the energy required
from WTs and PVs is increased and consequently the numbers of wind turbines, PV modules, PV
controllers, and batteries are increased. This will increase the installation cost of the system in addition to
the increase in cost of CO, emissions and accordingly the system TIC is increased. In addition, results
indicate that the case used with ¢; = 5% and c; = 100% is the least economical configuration, with
+10.5007148% increase in TIC. However, the highest CO, emission reduction of 60 % has also been
achieved in this case. The case with ¢; = 5% and ¢, = 50% is the optimum with 50 % CO, emissions

reduction and negligible increase in TIC of +0.95856063%.

6.5. MG ENERGY MANAGEMENT

While designing and simulating the proposed MG, it has been assumed that the grid is isolated and is
supplying rated energy to the load throughout the project lifecycle. Table 13 shows that the MG system
configuration, with a TIC of $44352.7181 and 50% decrease in CO; emissions, represents the most
economic option with lower emissions. Thus, this configuration is used for the MG and supplying the
annual average load described in subsection 5.1.1. Fig. 7 shows a share of the designed individual MG
components in supplying the load profile, whereas Fig. 8 indicates the monthly share of combined

components and Fig. 9 indicates the charged and discharged energy in batteries over 12 months.
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It is evident from Fig. 7, 8 and 9 that with a limitation of CO, emissions, the DGs share the smallest
part of the load profile energy. In addition, the share of WTs in energy production is not significant due to
low wind speed profile. The components of the MG generate higher energy in April to August as the
irradiations and temperature of the selected site are higher during these months. The results also show that
PV technology is preferable in this location.

7. CONCLUSION

In this paper, an optimal configuration and energy management scheme of MG components supplying
a load is constructed and designed. The objective of minimizing the TIC with a novel WGAF to limit CO»
emissions by applying higher tax on the increasing emissions that exceed the governmental approved limits
is achieved. Limitations are also added to take into consideration some of the additional conditions found
in an isolated MG generation system. The results show that the proposed optimization scheme is
efficient and robust. In addition, the configuration scheme is optimized using CSOA and BFOA.
The CSOA is simpler than BFOA in implementation and it also yields better results and consumes
less time. Moreover, the CSOA is more robust against parameter adjustment and number of
parameters. The use of novel WGAF results in reduction of CO, emissions to around 50% with negligible
cost increase of about (+0.9585 %.), which emphasizes that the designed MG has economically great

benefits with low environmental hazards.
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Appendix

Table A: Photovoltaic panels techno-economic data

Model Pout (W) | Ceap. in | Cins in § Cosamin
at STC s S/vear

Sharp WD-2500QCS 250 24000 [ 108.000 &

Hyundai HiS255MG 255 22950 | 1032750 | 57375
Lightway 235 15745 | 70.8525 3. 9362
Trina TSM-PAOS 240 16560 | 74.5200 41400
Solartech SPM135P 135 35910 | 161.5950 | B.9775
CSI CSeP-235PX 235 16920 | 76.1400 4. 2300
CSI CSeX-280P 280 20720 | 93.2400 51800
CSI CSeX-285P 285 21923 | 98,6535 5. 4807
Canadian Solar CS6P 250 198.75 | 89.4375 4 9687
CSI CSeX-295P 295 244 85 | 1101825 | 6.1212
CanadianSolarCS6X300P | 300 24900 [ 11205300 | 62250
CanadianSolarCS6P255M | 255 23077 | 103 8465 | 5.7692
Hyundai HiS-260MG 260 238.B0 | 107.1360 | 59520




Table B: Wind turbines techno-economic data

Model Pow (W) | Ceap.in S | Cims in 5 | Cogmin
Sivear
Southwrest - Adr 30 400 248 985 7486955 24 BOE3
Southwest -Whisper 100 EiT] 344 985 2534955 | 84 49835
Southwest “Whisper 200 1000 1000 3040 100
Southwest -Whisper 500 3000 307635391 | 9229173 | 307.6391
Southwest -Skoystream 3.7 | 1800 1824470 | 347.341 182447
AeromaxEng I akota 300 412 820 123 Bde 41 282
Berzey BWC 1500 1500 1706315 | 511.8045 | 1706315
Bergey-BWC XL.1 1000 1494 57 A48 3710 | 1494570
Bergey -BWIC Excel-E. 3100 11198 45 | 3339320 | 11198430
Bormay -Inclin 230 250 15654001 | 4952003 | 15.53400
Bornay —II'_'I.E].:i.I‘_'I.I a0 600 394 3901 | 1183170 | 39,4390
Bornay-Inclin 1500 1500 2792 B85 | B3V .BE3S | 270 2EES
Bornay-Inclin 3000 3000 4191 035 | 1257311 | 4191035
Bornay-Inclin 6000 G000 BT783.701 | 2035110 | 678.3701
Abundant B-ARE110 2500 2740001 | 8220003 | 2740001
AbundantBR-ARE442 10000 13199 3939700 | 1319900
Kestrel Wind-600 600 344 920 2534760 | 84 4920
Kestrel Wind-200 300 Q86240 205 8720 | 98.6240
FKestrel Wind-1000 1000 1345135 | 463 3405 | 154 5135
Kestrel Wind-3000 3000 30011253 | 9003375 | 300.1125
G000 74975 2249 23500 | 7497300




Table C: Batteries techno-economic data

Tvpe Ah Cmins Cein § Cogin &
MNE BL16 370 17493 3s.7 174903
Surrette 12-Cs-11Ps | 375 G851 425 139 825 6851 425
Surrette 2K s33Ps 1. 765 5434 492 ( 110,908 2434 4902
Surrette 4-C5-17PS 246 3935 925 | BO.325 3935 a2s
Surrette 4-Es-21P= 1,104 6804 777 | 138873 as04. 777
Surrette 4-Es-25P= 1350 8324 922 | 173,978 8524 922
Surrette 6-Cs-17Ps 246 55351.112 (| 113288 3551.112
Surrette 6-Cs-21Ps 683 6501.565 | 132.685 6501.565
Surrette 6-Cs-25Ps 820 T784 385 | 158.865 7784 385
Surrette 8-Cs-17Ps 246 F422 835 152915 F422 835
Surrette 8-Cs-25Ps 2820 1035003 | 211.225 10350.03
Surrette S-460 350 1976709 | 40341 1976.709
Surrette S5-330 200 2186.625 | 44.625 2186.625
Trojan L16H 420 2099 180 | 42840 209918
Trojan T-105 225 Qo1 270 20230 Qo1 27
US Battery 1TJS185 195 1667 666 | 34.034 1667.666
US Battery WIs2200 225 1032 087 | 21.063 1032 087
US Battery UUS250 255 Q7o 608 19 902 ayo 608
Surrette S-460 350 1749300 [ 35700 174903
Surrette S5-330 6V 200 1900 206 [ 38794 1900 2086
Table D.: Controller techno-economic data
Type Po (W) Ceapl($) | Cimns($) Coanl($7) | Crgpl$)
S E-XW-MNPPT-60 | 1500 248 496 0745335 | 248
Outback FMW 80 2000 335 6.70 1.005000 335
Outback FMW 60 1500 280 5.60 0_840000 | 280
S E. X'W-MPPT-20 | 2,000 580 11.60 1.739835 580
Blue Skv SB3048 750 173 3. 46 0.519000 173
Table E: DG techno-economic data
Type Po(EKW) Capl($) | Cosn3/h) FC(L/h) | Lifetime(h)
STEPHIL-SE3000D | 1.9 171315 | 0.2 0.7 27a0
Table F: Inverter techno-economic data
Type P(W) Ceap($) | Cinel(3) Coena(5/y) | Cras($)
SE.DE15ME 1,300 350 715 1.95 350
S.E. XWo048 6,000 1518 30,3730 4.60000 1518
S.EXW4548 4300 1216.43 | 243286 3.64929 121643
Outback FX2024ET 2.000 65450 13.0800 1.96350 65450
SE. XW4024 4000 212.03 242386 243615 2812.05






