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ABSTRACT 

 

Modeling and Control of Underground Coal Gasification 

 

Pakistan is going through an acute energy crisis despite being blessed by huge energy 

potential. Pakistan has approximately 185 billion tonnes of coal, of which 175 billion 

tonnes of Lignite B is located in Thar. The most suitable technology to harness the 

potential of the Thar coal reservoirs is the underground coal gasification (UCG), which 

involves the underground conversion of coal in to synthetic gas that can be used in 

numerous industrial applications. Therefore, the planning commission of Pakistan 

allocated the Block V of Thar coal field to UCG project Thar, in order to setup a pilot 

project. This research work deals with the modeling and control of Thar coal gasifier.  

In this research work a computer model is developed for the underground gasification 

of Block V of the Thar coal field. The numerical solution of the model is carried out by 

incorporating a pseudo steady state approximation, which replaces gas phase PDEs with 

ODEs with respect to the length of the reactor. This approximation assumes that the 

concentration of the gases attain steady steady before any significant change occurs in 

the densities of coal and char. The PDEs for the densities of coal and char and solid 

temperature are solved by finite difference method, while the gas phase ODEs are 

simultaneously solved as a boundary value problem, marching from inlet to outlet. The 

simulation results show that the solution of the model is capable of providing space and 

time profiles for different physical quantities, such as, coal and char densities, 

concentration and molar fractions of different gases, rate of different chemical reactions 

and solid and gas temperatures. A detailed parametric study is also carried out for the 

model solution, which shows that the composition of the product gas is sensitive to 

various coal properties and operating conditions.  

The parametrization of a complex process like UCG is a formidable job, which includes 

a large number of physical and chemical properties of coal, different operating 

conditions and various in situ phenomena. In order to determine the composition of coal 

and char, the ultimate analysis of their samples is carried out. The results of the ultimate 

analysis are prone to uncertainty, because the measurements are obtained from different 

coal samples, which go through different handling procedures before they are analyzed. 



x 

 

Therefore, in order to cater for the uncertainty in the results of the ultimate analysis two 

different nonlinear programing problems are formulated, which aim to minimize the 

square of the relative L2 norm error between experimental and simulated heating values. 

The field trial of UCG is carried out by UCG project Thar, which involves the 

gasification of a single coal seam. The heating value is calculated by the measurements 

of the molar fraction of different gases provided by the gas analyzer. After optimization, 

the results of the solved model are compared with the experimental data, which show a 

good match between experimental and simulated heating values.  

In order to increase the efficiency of the UCG process, a SMC is designed which 

maintains a desired constant heating value over a longer period of time. In order to 

synthesize the controller analytically, a control oriented model of the process is 

developed which bears certain assumptions. The SMC is considered for the process as 

it offers robustness against parametric variations and external disturbances. As the 

relative degree of the sliding variable is zero, so the trivial solution is to derive an 

expression for the control input algebraically, but this strategy is not feasible as the right 

hand side of the control input equation depends upon the unmeasured states. Therefore, 

the conventional SMC is implemented by adding an exogenous input, which is the 

derivative of the actual control signal. By doing so the relative degree of the sliding 

variable becomes one with respect to the exogenous input and then SMC is enforced by 

selecting a suitable value of the discontinuous gain. The synthesized controller is then 

implemented on the actual model of the UCG process. The simulation results show that 

despite the modeling uncertainties and external disturbance the controller keeps the 

heating value at the desired level. 
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1. Introduction

The process of underground coal gasification (UCG) involves the conversion

of coal in to a useful synthetic gas or syngas, which can be used as a source of

energy or a chemical feedstock. The process of UCG occurs under the surface

of the earth where the coal seam is located. Due to the advent of clean coal

technologies, UCG can be used as a clean source of energy.

This chapter generally builds up the motivation for the undertaken research

work and highlights its contributions. The importance of coal in the world’s

energy mix is explored in Section 1.1, while the fundamentals of UCG process

and its importance in the energy crisis of Pakistan are discussed in Sections 1.2

and 1.3 respectively. The contributions of the research work and the structure of

the thesis are presented in Sections 1.4 and 1.5 respectively.

1.1 Contribution of coal in the world’s energy mix

The World’s overall energy consumption in the year 2014 was approximately

12928.4 millions of tonnes oil equivalent (MTOE) [1]. The contribution of var-

ious energy resources in the World’s energy mix is shown in Table 1.1, of which

the share of fossil fuels is approximately 86%. The major advantages of coal

over its fossil counter parts are its relative abundance andlow and stable cost.

Moreover, the deposits of coal are distributed far more evenly over the globe

as compared to the reserves of oil and gas [2, 3]. According to[1] the total

global reserves of oil, coal and natural gas are 1,688 billion barrels, 186 trillion

m3 and 892 billion tonnes respectively. By considering the current supply and

demand of the fossil fuels it is expected that oil and naturalgas will reach ex-

tinction in years 2067 and 2069 respectively [1], whereas, the coal reserves will

be exhausted in 113 years.

Coal was first mined in Europe as early as 13th century, but it has been

used as a source of energy for approximately 3 millenniums. During the in-

dustrial revolution in the 18th century it became an important source of en-

ergy. The biggest challenge for the coal industry was the environmental pol-

lution caused by the combustion of coal, which produced oxides of sulfur and
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Table 1.1: World’s energy consumption by fuel type in 2014

Fuel type Share (mtoe) Share (% of total)

Fossil

Oil 4211.1 32.57

Coal 3881.8 30

Natural gas 3065.5 23.7

Other

Hydro 879 6.8

Nuclear 574 4.44

Renewables 316.9 2.45

nitrogen (N2), and carbon dioxide (CO2). The detrimental impact of coal com-

bustion on the air and water quality was addressed by the advent of clean coal

technologies which allow the removal of harmful gases before, during and after

the burning of coal [2]. Coal has become the leading fuel in theproduction of

electricity [1], due to the introduction of integrated gasification combined cycle

(IGCC), a clean coal technology [4–10]. In IGCC coal gasification is integrated

with the combined cycle turbine. Gasification is a partial oxidation of coal,

which produces gases that preserve there heat of combustionto the maximum

extent. Therefore, gases coming out of a gasifier can be burned to produce en-

ergy [11, 12]. The high operating pressure of the gasification process makes the

separation of the harmful contaminents easier from useful combustible gases,

which act as a fuel for the highly efficient combined cycle turbines to generate

electric power [8].

Coal can be chemically converted to useful syngas either by gasifying it on

surface or by using UCG technology. In surface gasification the coal is initially

mined, purified and then gasified in a specially designed chamber at a specific

operating pressure to recover low (100 to 200 Btu/ft3, for air blown gasifiers) to

medium (400 to 500 Btu/ft3, for oxygen blown gasifiers) heating gas [11]. In

UCG coal is gasified at its place to yield a low heating value gas. The gas quality

from UCG can not match that of the surface gasifier, because in UCG there is

a lack of direct control over different operating parameters. Nevertheless, UCG
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offers several advantages over the conventional mining, such as increased health

and safety for workers, low noise and dust pollution, lower water consumption

and lower emission of methane and greenhouse gases to environment [13, 14].

Moreover, UCG becomes the only choice for low rank coal (heating value less

than 12 MJ/kg [15]) which is economically infeasible for mining and for the

un minable coal deposits. In this way UCG increases the exploitable coal de-

posits [2]. According to [16] the combination of UCG and carbon capture and

sequestration (CCS) can provide agreensolution for the production of synthetic

gas by the storage of CO2 in the underground cavity formed by the in situ coal

gasification.

1.2 Underground coal gasification

The idea of UCG is not new, it dates back to the later half of the nineteenth cen-

tury. In 1868 Sir William Siemens of Great Britain proposed togasify coal in the

bowels of earth in order to avoid environmental pollution caused by the burn-

ing of coal, and the Russian scientist Mendeleev is also credited for his early

contributions regarding UCG in 1888 [17, 18]. No further workwas carried

out in the context of UCG until 1930, when an experimental set up was started

in Donetsk Russia, which led to the commercial installation in 1940 [19]. The

Russians successfully conducted the in-situ gasiifcation of coal at diferent lo-

cations until the 1970s. During this era of UCG industrialization 6.6 million

tonnes of coal was gasified to produce 25 billion Nm3 of sythetic gas [2]. Some

of the successful industrial UCG operations are carried out at Angren (Uzbek-

istan), Queensland (Australia), Alberta (Canada), Walanchabi (China) and Ma-

juba (South Africa) [2].

1.2.1 Overview of the process

Fig. 1.1 demonstrates typical steps involved in the in situ gasification of coal.

4



1. Introduction

1. The process of UCG starts by drilling a pair of wells from surface to the

coal seam, followed by the establishment of a permeable linkbetween the

wells (Fig. 1.1(a)).

2. Prior to the process of gasification the coal seam is ignited to set the ini-

tial distribution for the reactor’s temperature, which is very critical in the

success of the process. The oxidants are admitted to flow through the

injection well, which include air and steam (H2O (g)) or Oxygen (O2)

and H2O (g) or only air, which chemically react with already ignited coal

to produce syngas. Apart from the injected gases, H2O (g) produced by

the water influx from the surrounding underground aquifers also partici-

pates in the process. The syngas is usually a mixture of carbon monoxide

(CO), hydrogen (H2), methane (CH4) and traces of higher hydrocarbons

(CnHm). The recovered gas can be used for power generation, industrial

heating or as a chemical feedstock. A number of chemical reactions take

place inside the UCG cavity, which include oxidation, gasification and

coal pyrolysis. These chemical reactions have different activation ener-

gies and they require a certain temperature for there occurrence. The

reaction zones shown in Fig. 1.1(b) are in the order of decreasing tem-

perature. Coal is dried and then pyrolyzed in Zone 3 to producechar (a

solid produced after the partial combustion of coal) and gases by the heat

coming from Zone 1. The char produced in Zone 3 participates in the ox-

idation and gasification reactions in Zones 1 and 2. The gasification and

pyrolysis reactions are responsible for the production of syngas, while the

oxidation reactions maintain a desirable temperature in the reactor.

3. When the coal is gasified, the cavity is flushed with water and/or H2O to

remove the pollutants from the cavity (Fig. 1.1(c)). This step is necessary

to avoid the contamination of the aquifers. With the passageof time, the

water which participates in the process of gasification fromthe surround-

ing aquifers is replenished.
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Under burden

Coal seam

Level of water table

Production well

Over burden

Injection well

Surface

(a) Step 1: Well drilling and link establishment.

Injection well Production well

Overburden rocks

Coal seam

Zone 1: Oxidation & 
gasification

Zone 2: 
Gasification 

Zone 3: Drying & 
pyrolysis

Under burden
rocks

UCG reactor

(b) Step 2: Gasification of coal seam.

Under burden

Coal seam

Water floods cavity

Production well

Over burden

Injection well

Surface

(c) Step 3: Flushing cavity with steam and water

Figure 1.1: Steps involved in a typical UCG process [3]

1.2.2 Design challenges and concepts in UCG

The design of a UCG process is a formidable job, especially when it needs to

compete with sophisticated surface gasifiers for the quality of gas production

and resource utilization. As UCG involves the in situ gasification of the coal,
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therefore, there is a lack of direct control over a number of process parameters.

A successful design of a UCG process needs to address following challenges:

interaction of injected gases with the coal seam to produce desired gas, regulat-

ing the influx of water from the underground aquifers, prevention of excessive

heat and gas loss, ensuring a relatively constant gas quality, avoiding the fail-

ure of the injection and production wells from possible subsidence of the over

burden rocks and minimization of the environmental impactsof the process [3].

The important design concepts which are widely used for UCG process are:

linked vertical well (LVW) [17, 20–22], control retraction of the injection point

(CRIP) [23–27] and steeply dipping coal seams [28, 29]. These concepts mainly

differ in the drilling and placements of the wells and in welllinking techniques.

However, in some cases the geology of the coal seam requires aparticular de-

sign.

1.2.3 Performance indicators of UCG

The key indicators for measuring the success of a UCG process are calorific/heating

value of the syngas and the resource recovery of the coal seamfor a given injec-

tion and production well configuration [3].

The heating value of the syngas depends on its composition, which is further

dependent on a number factors: composition and flow rate of the injected gas

mixture, type of coal, behavior of over and under burden strata containing the

coal seam and the hydrological conditions. The site selection for UCG is very

important, as most of the parameters are fixed for a particular coal type and its

surrounding strata. Therefore, for a site specific UCG process the only tuning

knobs for yielding a desired heating value are the composition and the flow rate

of the oxidants.

1.2.4 UCG as a technology of future

The first ever commercial UCG setup was established by Russia in1940, but,

the technology has not yet been undertaken by the coal industry, especially in
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the western world. The commercialization of UCG has been hampered due to

the availability of mature alternate technologies, which produce a consistence

high quality syngas for various industrial applications. The stake holders of

coal industry are also reluctant to adopt UCG, because of various difficulties

associated with the process:

• There is a lack of sufficient knowledge of the variation in theUCG perfor-

mance with changes in various physical and chemical processes occurring

underground.

• In UCG the number of adjustable parameters are a lot fewer thanthe sur-

face gasification, therefore, it is a big challenge to produce the same qual-

ity of the syngas.

• As the process occurs in situ so it is either very difficult or impossible to

measure certain important parameters of the process.

• There is also a lack of computer modeling tools which can evaluate the

performance estimates of the process.

As the energy statisticians claim that the deposits of oil, gas and mineable

coal will reach extinction in approximately next hundred years. Therefore, UCG

can play a pivotal role in fulfilling the World’s energy needsof the future by

harnessing the energy of unmineable coal deposits. In orderto make UCG a

preferred choice of syngas production, there is a need to carry out a multidis-

ciplinary research and development to address the most significant issues re-

garding the process. This can be achieved by the combinationof laboratory

experiments, actual field trials and theoretical investigations. In this scenario a

comprehensive computer model can be of a paramount importance to validate

the theoretical findings against the results from the large scale field trials. The

development of a robust UCG control system can also increase the efficiency of

the process by addressing the uncertainties in process parameters and modeling

inaccuracies.
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1.3 Importance of UCG in Pakistan’s energy crisis

Pakistan is going through an acute energy crisis despite being blessed by huge

energy potential. The severity of the ongoing crisis can be witnessed by the

worst electricity blackouts of the history and long queues of vehicles in front of

Compressed Natural Gas (CNG) stations.
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Figure 1.2: Pakistan’s energy consumption by fuel type in 2013 [30]

Fig. 1.2 shows the contribution of different sources in the energy mix of

Pakistan, of which the share of fossil fuels is 83%. Among thefossil fuels, oil

and natural gas are the main contributors. The natural gas isa local product

which is being produced at 4 billion cubic feet per day (BCFD), whereas its

demand is approximately 6 BCFD. The scenario with crude oil is more alarming

as Pakistan spends billions of USD to import most of the crudeoil for the energy

sector. The import of the crude oil will increase in the future as the gap between

its consumption and local production is widening. If the supply and demand of

the natural gas and oil remains the same then there reserves will be consumed

in next 16 and 13 years respectively [32].
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Figure 1.3: Contribution of coal in electricity production for different countries

in 2013 [31]

Pakistan has approximately 185 billion tonnes of coal [33],of which 175

billion tonnes of Lignite B is located in Thar [34]. Lignite is a young coal

which is brownish balck in colour and is also known as brown coal. According

to [35, 36], Lignite coal can be further categorized in two types: Lignite A

and Lignite B. Lignite A has gross calorific value less than 19.3 MJ/kg and

Lignite B has a gross calorific value less than 14.7 MJ/kg. Thar coal field has a

potential to generate 20,000 MW of electricity for the next 40 years [2]. Despite

the huge coal deposits, Pakistan has not produced any electricity from them

since 1990 (Fig. 1.3). By considering type of coal, depth and thickness of coal

seam and location of water aquifers under the surface of the earth, the preferred

technology for gasifying the Lignite B coal of Thar is UCG. Gasifying the coal

in situ is also favorable because the coal has calorific valueless than 12 MJ/kg

and it contains volatile matter greater than 20% [15]. Therefore, the planning

commission of Pakistan allocated the Block V of Thar coal fieldto the UCG
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project Thar, in order to setup an R&D based UCG project [37]. The project

aims to establish a UCG based power plant capable of generating 100 MW of

electricity. First test burn was successfully conducted on11th Dec, 2011 [37,

38]. The success of this project will be a huge breakthrough in addressing the

energy crisis of Pakistan, especially in the power sector.

1.4 Thesis contributions

The main contribution of the thesis is the development of thecomputer model

for analysis and control of the large scale UCG set up in Block V of Thar coal

fields. The following individual contributions lead to thisobjective:

1. Development of a computer model for the Thar UCG setup: The pro-

cess parameters are incorporated in the equations of [39] todevelop a

mathematical model of the process. The parametrization of the UCG pro-

cess includes all the operating conditions, physical and chemical proper-

ties of the subjected coal seam and effect of the various geological and

hydrological conditions affecting the process. The model is then numeri-

cally solved in MATLAB to yield the composition and the heating value

of the product gas mixture. The computer model also gives a comprehen-

sive insight of some important process variables whose measurement is

not available at the UCG site. The solution of the model is alsoused to

study the effect of various operating conditions on the performance of the

process.

2. Optimization and validation of the model: The inconsistency in the

measurements of coal and char composition parameters and uncertainty

in the H2O (g) to O2 ratio within the UCG reactor are addressed by for-

mulating a nonlinear optimization problem. The optimized value of the

parameters is obtained by minimizing the objective function, which is the

sum of the squares of the relative error of the experimental and simulated

heating values of the process. After the optimization, the effectiveness of

11
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the model is assessed by making a comparison between the experimental

and simulated results. The measured variables at the UCG siteare com-

pared with the results of the solved model. The comparison ofdifferent

data sets validate the computer model of the process.

3. Development of the control oriented model of the UCG process: The

control oriented model of the process is developed by incorporating the

output equation with the already developed computer model.The model

includes the UCG reactor and the gas analyzer. The input of themodel

is the flow rate of the injected gases at the inlet well and heating value

calculated by the gas analyzer is the output.

4. Sliding mode control design for the process: The control of UCG is a

formidable job due to two reasons: the measurement of only few model

parameters is available, and the fact that the mathematicalmodel is com-

prised of nonlinear partial differential equations (PDEs). The model based

sliding mode control (SMC) is designed for the process, and the stability

of the overall closed system is also derived. The simulationresults show

that the controller successfully maintains the desired heating value of the

product gases. The robustness of the closed loop system against the in

situ disturbance and modeling inaccuracies is also shown.

1.5 Thesis structure

Chapter 2 gives an account of the the literature related to themodeling and

control of the UCG process. A number of mathematical models ofthe process

have been reviewed in order to select a suitable model feasible for assisting field

trials conducted at Block V of Thar coal field and designing thecontrol system

of the process. It has been observed that there exists a tradeoff between model

accuracy and its computational complexity. In literature there are only a few

evidences for the control of UCG process. As SMC is designed for the UCG

process, therefore some literature related to the fundamentals of SMC is also

12
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reviewed in the Chapter.

Chapter 3 explains the development of the computer model in detail. The

mathematical equations for conservation of energy, mass and momentum of

solids and gases, parametrization of the model and its numerical solution are

the topics of discussion in this Chapter. The effect of changing various operat-

ing conditions on the solution variables is also presented through the simulation

results.

Chapter 4 validates the effectiveness of the model for the large scale UCG

set up. This Chapter begins with the description of the experimental setup for

the UCG Thar site. Two different optimization problems have been formulated

to address the uncertainty in some model parameters. The objective function in

both the cases is the sum of the squares of the relative error of the experimental

and simulated heating values of the process. In the end, comparison is made

between the results of the solved model and the experimentalmeasurements for

both the optimization cases.

Chapter 5 describes the development of the control oriented model of the

process and its subsequent control design. All the steps involved in the design

of SMC are discussed in detail. After the SM is enforced, the stability of the

internal dynamics is also proved, which confirms the boundedness of the overall

closed loop system, and hence the success of the control design. The perfor-

mance and the robustness of the SMC design is also shown by thesimulation

results.

Chapter 6 concludes the thesis and provides a list of future recommenda-

tions.
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2. Literature Survey

This chapter gives an account of the literature relevant to the modeling and

control of UCG process. In Section 2.1 a brief review of different types of

mathematical models of UCG process is presented. The literature regarding the

UCG process control is discussed in Section 2.2 and the chapter ends with the

conclusions in Section 2.3.

2.1 Mathematical models of UCG

Modeling has been an important tool to study the effect of various physical and

chemical properties of coal seam, and operating conditionson the performance

of UCG process. Because, conducting field trials and acquiringprocess data

are very expensive and difficult. For the quantitative description of the complex

UCG process, a number of specific models are required. A model is required to

predict the chemical composition of product gas against composition and flow

rate of injected gas, coal type, thickness of coal seam, and water intrusion. A

multidimensional model is required for the optimization ofresource recovery

for a particular well pattern, this model needs to be coupledwith chemical com-

position model. Numerous other models are required for the linking process,

environmental effects, such as subsidence and aquifer contamination and many

other additional details associated with the final system design. All of these

physical and chemical models need to be coupled with economics to evaluate a

candidate UCG site. It is evident that the development of sucha comprehensive

model of UCG which includes all the above characteristics is not a trivial job.

Therefore, most of the models in the literature belong to a particular class of

aforementioned sub models. These mathematical models can be categorized in

the following four types [3, 40, 41].

• Coal block models: In this type of models coal seam is considered as a

wet slab of coal, which is initially dried and then gasified. The coal slab

is divided in to three zones: wet zone, dry zone and ash layer.The wet

zone contains wet coal which is initially evaporated and then pyrolyzed to

form volatiles (char and product gases), the dry zone contains char (highly
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reactive coal), which is gasified by the inlet gases to produce more prod-

uct gases and the ash layer finally contains the exhausted char, which is

accumulated on the char surface. The products of pyrolysis and gasifica-

tion, along with the inlet gases are accumulated in a gas film adjacent to

the coal block. The net heat flux is from the gas film to the coal block

to facilitate the pyrolysis and gasification reactions, andthe net mass flux

(product gases) is from coal block to the gas film.

Tsang [42] proposed a model for mass and heat transfer in a cylindrical

sub bituminous coal ([43]) block. The locations of pyrolysis and drying

fronts, and the temperature and the concentration of various volatiles in

different zones of the coal block were witnessed.

Massaquoi and Riggs [44, 45] modeled the laboratory gasification of Texas

Lignites by drying and combustion of a wet coal slab. The numerical sim-

ulation of the model shows the flame position, rate of combustion and

temperature on the surface of coal.

Park and Edgar [46] developed a one dimensional (1-D) unsteady-state

model of the coal block gasification, which predicts the movement of the

cavity and the drying front. The model predictions were compared with

experimental results of the combustion of Texas lignites.

In [47], Perkins and Sahajwalla developed a generalized 1D model of

UCG, which is capable of simulating the gasification process in particles,

cylindrical blocks and semi-infinite blocks of coal. The foundations of

the model are multi component diffusion and a random pore model which

changes coal reactivity with conversion. The model is used to simulate

cavity growth and the typical results highlight many important aspects

of the UCG process. This model was also used to study the effectof

operating conditions and coal properties on cavity growth in UCG [48].

Most of the above mentioned models ignore thermomechanicalproper-

ties of overburden and hydrology of coal aquifers. It is alsoassumed

that the gasification process occurs in an oxidizing environment and at at-
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mospheric pressure, these approximations contradict conditions in actual

UCG process.

• Packed bed models:In packed bed modeling technique a link is estab-

lished between the injection and production wells by permeation method,

also known as percolation or filtration method. This technique is used for

low and medium rank coals, e.g, lignite and sub-bituminous,these coal

types have relatively higher permeability than anthracite. In this tech-

nique the coal seam is initially fractured with chemical explosives and the

resultant high permeability zone is ignited and then gasified by suitable

inlet gases. The permeation method resembles the packed bedchem-

ical reactor, in which the stationary coal bed is consumed bythe inlet

gases with the passage of time, so the mathematical models which con-

sider this method are known as packed bed models. This methodis more

efficient than channel model, because the porous medium provides an in-

timate contact between gas and solid, and also provides a large surface

area for the gasification reaction. Thus the bypassing of oxidants does not

occur, which avoids a serious decrease in the calorific valueof the product

gas.

Gunn and Whitman [49] developed a linear 1D model for forward com-

bustion (gasification) in UCG process. The work devises a method for de-

termining optimum operating conditions: injection flow rate, air to steam

ratio, and preheating of the injection air. The results of the solved model

were also compared with a field test conducted near Hanna, Wyoming.

Thorsness and Rosza [50, 51] developed a 1D packed bed model ofUCG.

The detail description of the model can be found in [39]. The solid phase

PDEs were solved using finite difference method, while two different

strategies were adopted for the solution of gas phase ordinary differen-

tial equations (ODEs). The region along the length of the reactor where

the system of equations becomes stiff, the gas phase ODEs were solved

by simple non-iterative modified Euler method and for the coarse zone an
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iterative upstream differencing method was used. The results of the model

were compared with a 1.6 m long experimental UCG reactor developed

in Lawrence Livermore Laboratories. The main objective of the research

work was to predict the reaction front propagation rate and product gas

composition against coal bed properties and process operating conditions.

Winslow [52] developed a computer program which simulated amodified

model of [50]. The gas phase equations were PDEs in time and one space

dimension, because he ignored the steady state assumption of [50]. In

order to improve the accuracy of the model predictions the computational

cost of the computer model was also increased. The main contribution of

the author is the development of a 1D prototype of UCG process which

can be extended to two or three space dimensions.

Thorsness and Kang [53] formulated a set of time dependent 2DPDEs,

which represented combustion and multi component chemicalreactions in

UCG. The model equations are comprised of conservation laws for mass,

energy and momentum for gasses and solids. The model was solved by

the method of lines (MOL) approach [54], which is useful for modeling

the transient 2D packed bed flows related to UCG conditions. The authors

used Livermore solver for ordinary differential equations(LSODE) [55],

which implements the algorithm of [56].

Abdel Hadi and Hsu [57] developed a 2D packed bed model, incorporat-

ing a moving boundary method. The analysis was performed using finite

element method and the results of numerical solution were compared with

the laboratory measurements of [39].

Khadse et al. [58] also used the model of [50] with some modifications.

The model considers coal and char as the only solids in the UCG reactor

and the reactions involving fixed and mobile water are also excluded from

the set of chemical reactions. The finite difference method was used for

the solution of solid PDEs, while the simultaneous gas phaseODEs were

solved using a stiff Matlab solver: ODE15s [59]. The effect of chang-

18



2. Literature Survey

ing operating conditions on solid temperature and gas composition was

studied for two different coal types.

Like the coal block models, these models also ignore the dynamics of

water influx from surrounding aquifers and the effect of coaland rock

spalling from the overburden. The packed bed models also disregard the

phenomenon of cavity growth with time.

• Channel models:Channel model is used for the UCG process in which

injection and production wells are physically linked by a horizontal bore-

hole, to allow the flow of gas through the coal seam. Ignition occurs at the

gas inlet and proceeds in the direction of gas flow. The coal isgasified at

the perimeter of the channel. The channel grows continuously with time,

and a large portion of inlet gases pass through the channel without react-

ing with coal, which decreases the calorific value of the product gas with

the passage of time. This type of method is used for the high rank coal

which has very poor permeability, e.g, anthracite [43]. These models can

give estimates for composition of the produced gas and the cavity growth

rate through heterogeneous reactions.

Magnani and Farouq Ali [60] developed a linear, 1D steady state chan-

nel model of UCG process. A set of five coupled ODEs was solved by

incorporating the respective boundary conditions. The equations were

solved analytically to yield closed form solutions of important parameters

of the gasification process, the details of the solution are given in [61].

The model was used to predict results of the field test, evaluate perfor-

mance of the process and to study over all process sensitivity to input

variables. This model also served as a foundation for more accurate 2D

models [62, 63]. However, the model of Pasha and Ali [63] assumes an

unsteady state flow of gases. Along with the composition of the produced

gas, the model also shows the increase in the diameter of the gasification

channel with time.

Dinsmoor et al. [64] studied the feasibility of UCG field testsusing a
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mathematical model of a gaisification channel . On the basis of simulation

results it was concluded that UCG in a channel configuration was not

feasible. The phenomena of cavity growth and its ultimate size were also

analyzed through model solution.

Batenburg et al. [65, 66] developed a 1D channel model for calculating

gas composition and coal conversion rate for a UCG process. The model

considers heat transfer through radiation between channelwalls and mass

transfer through natural convection within a section of thechannel. The

model demonstrates the effect of various operating conditions, such as

pressure and rates of air and water injection on product gas composition.

The performance of Pricetown I gasifier was also predicted.

Kuyper et al. [67–69] used a simplified model of gasification process to

study the influence of the channel geometry on the natural convection flow

and mass transfer rates. The study of gasification process ina rectangular

channel was also carried out. The predictions of the gas composition were

also compared with the Pricetown I field trial.

Perkins and Sahajwalla [70] developed a 1D channel model to estimate

rate and composition of the syngas. A zero dimensional steady state

model of cavity growth was also incorporated in the model. Itwas as-

sumed that the process of UCG occurs in an open channel. The model

includes equations for mass transfer through convection, characteristics

of fluid flow, heat transfer, reaction rates and physical properties. The re-

sults of the model were compared with small scale field trialsconducted

at Centralia USA.

Seifi et al. [71] also developed a 1D steady state channel model for UCG.

The structure of the model is quite similar to [60]. The ODEs of the model

were analytically solved to study effect of various operating conditions on

the composition of the syngas.

• Process models:There is not even a single model in the literature which
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can alone describe the complete process of UCG. The main factors which

influence the lack of a comprehensive model are complexity and poor

understanding of the physical phenomena. The subject of UCG process

modeling is comprised of, but not limited to various traditional disci-

plines such as rock mechanics, hydrology, geology, geophysics, mining

and chemical engineering. In the context of reviewed literature, it is ob-

vious that most of the research is scattered, mostly focusedon a local

objective. It can also be concluded that the reported laboratory scale ex-

periments are insufficient for understanding the actual process. One pos-

sible way to develop new insights in the process is through field scale

testing, but it is expensive and consumes a lot of time. However, some

efforts in the development of a process model of the UCG are discussed

in the following.

Britten and Thorsness [72] developed CAVSIM; a comprehensive3D com-

puter model of UCG. All the major research contributions of Lawrence

Livermore National Laboratory during 1970’s and 1980’s in the field of

UCG [73–79] are incorporated as sub models in CAVSIM. The main ob-

jective of the model is to estimate cavity growth and resource recovery

during underground gasification of coal. The influence of overburden on

growth of the cavity and phenomena like water influx from coalaquifer,

rock/coal spalling in the reactor and laws of heat and mass transfer are

considered in the model.

Biezen et al. [80, 81] developed a process model which gives a 3D picture

of the development of an underground coal gasifier cavity. The effects of

heat and mass transfer through chemical reactions and thermo mechanical

failure properties of overburden rocks are combined in the model.

Nitao et al. [82] demonstrated the progress and initial application of an

integrated 3D simulator developed at Lawrence Livermore National Lab-

oratory [83]. Sub models for cavity wall, rock spalling, cavity boundary

tracking, 1D cavity gas reactive transport, rudimentary rubble heat, mass
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and reaction model were incorporated with the existing hydrology simu-

lator. The phenomena of cavity collapse and overburden subsidence were

also included in the geomechanical simulator. With the aforementioned

advancements it was claimed that the model can predict rate and com-

position of injected and product gases, cavity growth, process interaction

with host environment, and simulator can also support the site selection.

The simulation results were compared with Hoe Creek III field test [84].

It was also mentioned that an enhanced rubble zone model willbe devel-

oped, along with the integration of computational fluid dynamics (CFD)

cavity gas and geomechanical models.

Samdani et al. [85, 86] developed two process models for the cavity growth

of UCG. In [85] an unsteady state model is developed for the vertical

growth of cavity from injection well to overburden. The experimental

data from Indian lignite coal is used to solve the model equations. In [86]

horizontal growth of UCG cavity towards the production well is modeled.

Both models were solved simultaneously to predict the performance of

UCG field test at Vastan, India.

• Miscellaneous UCG models: Yang et al. [87–92] performed various

computer simulations to study heat and mass transfer phenomena, cou-

pled thermohydromechanical process of coal seam, gasification of under-

ground coal with H2O (g) and O2, convection diffusion for gasification

agents and the effect of using temperature control blastingseepage com-

bustion technique in UCG, respectively.

The summary of the models reviewed in this section is given inTable 2.1,

which shows that how much detail of the UCG process is incorporated in a

particular model. In general, a comprehensive model of a UCG process is com-

prised of a sub model for cavity growth, heat and mass transport model and

models describing the interaction of the process with the environment [3].
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Table 2.1: Summary of the reported UCG models

Model Cavity Heat Interaction with

structure growth transfer environment
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Packed bed models

Gunn & Whitman [49] 1976 1D ✓ ✓ ✓ ✓ D

Winslow [52] 1977 1D ✓ ✓ ✓ ✓ D

Thorsness et al. [39, 51] 1978 1D ✓ ✓ ✓ ✓ D

Thorsness & Kang [53] 1984 2D ✓ ✓ ✓ ✓ ✓ D

Abdel Hadi & Hsu [57] 1987 1D ✓ ✓ ✓ ✓

Channel models

Magnani & Ali [60] 1975 1D ✓ ✓ ✓

Pasha et al. [63] 1978 2D ✓ ✓ ✓ ✓

Dinsmoor et al. [64] 1978 1D ✓ ✓ ✓ ✓ ✓ P ✓ ✓

Batenburg [66] 1994 1D ✓ ✓ ✓ ✓ D ✓

Kuyper & Van [68] 1994 2D ✓ ✓ ✓ ✓ ✓ NS ✓

Perkins & Sahajwalla [70] 2008 1D ✓ ✓ ✓ ✓ P

Coal block models

Tsang [42] 1980 1D ✓ ✓ ✓ ✓ ✓

Massaquoi & Riggs [44, 45] 1983 1D ✓ ✓ ✓ ✓

Park & Edgar [46] 1987 1D ✓ ✓ ✓ ✓ D

Perkins & Sahajwalla[47] 2005 1D ✓ ✓ ✓ ✓ ✓

Process models

Britten & Thorsness [72] 1989 2D ✓ ✓ ✓ ✓ ✓ ✓ M ✓ ✓ ✓

Biezen et al. [80] 1995 3D ✓ ✓ ✓ D

Nitao et al. [82, 83] 2011 3D ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Samdani et al. [85, 86] 2015 2D ✓ ✓ ✓ ✓ ✓ ✓ D

D=Darcy, P=Plug, NS=Navier Stokes and M=Mixed

The main objectives of the models reviewed in this section are: quantitative

description of the process, evaluating a potential site forUCG and the study of

various phenomena occurring within the UCG reactor. These models do not lend

themselves to control applications easily, mainly due to their complex geometry

and computational complexity of the solution strategy. Most models of UCG

are comprised of highly nonlinear PDEs with at least two independent variables

one each for time and length. The analysis and control of suchsystems is not
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a trivial task [93, 94]. The following section discusses theproblem of UCG

control in detail.

2.2 Control of UCG process

As discussed in Section 1.2.3, heating value is one of the keyfactors in deter-

mining the success of a UCG process. A closed loop control system can be

of paramount importance in increasing the performance of a UCG system by

providing a constant desired heating value over a longer period of time.

The control of UCG is an emerging area of research. In [95, 96] alab

scale UCG setup is controlled by some versions of the conventional PID con-

troller [97]. The idea of UCG control system can not be mapped directly from

lab scale set up to an actual field test, because it is not possible to create an

actual UCG environment in lab experiments. One way to approach the problem

of UCG control system design is to select an appropriate mathematical model,

then a model based control strategy can be adopted for achieving the desired

objective and finally the idea can be implemented on the actual UCG site. Apart

from the model complexities discussed in the end of Section 2.1, some other fac-

tors further increase the challenges in UCG control system design, such as the

interaction of in situ environment with the process and unavailability of the mea-

surement of important model parameters. As the process of UCGtakes place in

situ, and it is either impossible or very expensive and difficult to install sensors

at different locations in the reactor, so normally the available measurement is

for the molar fraction of gases at the production well.

Two factors are needed to be considered while selecting an appropriate model

for UCG control: accuracy of model predictions and ease of control design. The

accuracy of the model increases its complexity and makes control design more

difficult. Therefore, for UCG system with nonlinearities, insitu disturbances

and parametric uncertainties a control technique is required which can keep a

constant desired heating value of syngas, in spite of fact that design procedure

is performed based on approximate model. One such techniqueis the sliding
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mode control (SMC) [98–100]. In our earlier work [101], a simplified time do-

main model of UCG was developed by incorporating various assumptions in

unsteady state model of [52]. A first order SMC, based on equivalent control

method [102] was designed to keep a constant heating value inthe presence of

input disturbance. The model does not include the effect of change in length of

the reactor on the system’s states, and assumes that the input, output and all the

chemical reactions take place at the same location. Despitesome fundamental

flaws in modeling, the idea of heating value control through flow rate of injected

gases is demonstrated.

The rest of the section gives an account on the fundamental theory of SMC.

2.2.1 Sliding mode control

The SMC has been evolved as a preferred choice for the robust control design

of complex higher order nonlinear systems operating under uncertainty condi-

tions. The major advantage of this technique is insensitivity to parametric varia-

tions and external disturbances. SMC reduces the complexity of control design

by decoupling the overall system motion into independent partial components

of lower dimension. The control action in sliding mode can beimplemented

by discontinuous elements, such as relays or pulse width modulation (PWM)

switching. These attractive properties motivated high level research in both

academia and industry, and SMC has been proven to be applicable to a wide

range of problems in electric drives and generators, robotics, process control,

vehicle and motion control.

The idea of SMC was first proposed by Emelyanov and co-researchers in

early 1950’s in the former Soviet Union [99]. Ryan and Coreless[103] pro-

posed a general SMC for linear systems with bounded disturbance. In order to

avoid chattering, Burton and Zinober [104] presented continuous approximation

of SMC. Woodham and Zinober [105] incorporated pole placement technique

with SMC to achieve desired closed loop dynamics. The practical implemen-

tation of SMC requires estimation of unmeasured states. Bondarev et al. [106]

25



2. Literature Survey

proposed an asymptotic state observer based on sliding mode. A complete slid-

ing mode observer controller design can be found in [107, 108]. The afore-

mentioned literature is related to linear control systems.The survey papers of

Ramirez [109] and Pisano and Usai [110] give a detail account on some notable

literature related to SMC of nonlinear systems, where as design methodology

of such systems can be found in the text books of Utkin et al. [111, 112] and

in [113].

2.2.2 Design concept of sliding mode control

Consider a nonlinear system, affine in control

ẋ= f (x, t)+B(x, t)u (2.1)

wherex∈ ℜn is the system state vector,f ∈ ℜn is the nonlinear function of

states,B(x) ∈ ℜn×m is the input matrix andu∈ ℜm is the input vector.

A set ofmswitching surfaces is given as:

S=
{

x∈ ℜn : s(x) = [s1(x) , . . . ,sm(x)]T
}

(2.2)

Then overall problem of SMC design can be partitioned into two sub prob-

lems of lower dimension, which can be decoupled for a large class of systems.

2.2.2.1 Switching surface design

The switching surface is designed in order to achieve the desired dynamics of

the closed loop system. The design of switching surface represents the dynam-

ics of the system during sliding mode, which is defined as, ”motion with state

trajectories in some manifold of the state space with finite time needed for the

state to reach this manifold” [114]. The sliding mode equation is:
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s(x) = Gx= 0 (2.3)

whereG= (∂s/∂x) is anm×n matrix with gradients of functions:si (x).

Since the dynamics of sliding mode lie in the null space ofG, they are called

null space dynamics. For linear systems, switching surfacedesign can solve the

problem of eigenvalue placement.

2.2.2.2 Enforcing sliding mode

The objective of this step is to ensure finite time convergence of system states on

the switching surface. Despite the modeling inaccuracies,parametric variations

and external disturbances, the controller should confine the system states to the

sliding manifold. When the system is not in the sliding mode,s∈ range(G).

Hence the dynamics in the reachability phase (s 6= 0) is called range space dy-

namics. In this phase the controller is designed to make the the switching surface

attractive. Consider the following Lyapunov function [112]:

V (x) =
1
2

sT (x)s(x) (2.4)

then finding its time derivative:

V̇ (x) = ṡT (x)s(x)

The controller is designed to ensure:

ṡT (x)s(x)< 0 (2.5)

which is formally known as reachability condition, and confirms the asymp-

totic convergence of system states to the sliding manifold.However, for finite

time convergence, the modified reachability condition is [115]:
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ṡT (x)s(x)≤−η
∣
∣s(x)

∣
∣ (2.6)

The equivalent control is one of the methods for SMC design, in which the

control input is:

u= ue+ud (2.7)

where,

ue(x) =− [G(x)B(x)]−1G(x) f (x)

ud =−M sign(s)

whereue is the continuous function of states and is found by solving ˙s=

G f +GBue = 0, and it cancels out all the known terms in the right hand sideof

ṡ. The other partud is discontinuous and ensures finite time convergence to the

chosen surface in the presence of uncertainties and disturbances.

2.2.3 The chattering problem

In an ideal sliding mode the control commutes with infinite frequency, and the

system states are confined tos= 0 in finite time. Whereas, in real sliding mode

the state trajectories can only reach in the vicinity ofs= 0, and exhibit sus-

tained oscillations with finite frequency and amplitude, known aschattering

phenomenon. There are two reasons which cause imperfection in an ideal slid-

ing mode, and result in the chattering: the discontinuous implementation of the

continuous control and the presence of unmodeled dynamics.The fast switch-

ing of sliding mode controllers excite the unmodeled dynamics resulting in the

high frequency oscillations.

The chattering problem results in low control accuracy, high heating losses

in electrical power circuits and can cause wear and tear of moving mechani-

cal parts. Fortunately, control engineers and researchershave developed some
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methods to avoid the phenomenon of chattering. Some of thesemethods are

given in [112].

2.2.4 Design example: Position control of underwater vehicle

Fig. 2.1 shows the free body diagram for a simple underwater vehicle system. It

is assumed that the vehicle only moves in thex direction.

m

u(t)

x(t)

f(t)

cx|x|
. .

..
mx

Figure 2.1: Free body diagram for underwater vehicle, showing all the forces.

By using Newton’s law of motion the nonlinear dynamical modelof the

system is obtained [116].

mẍ+cẋ
∣
∣ẋ
∣
∣= u(t)+ f (t) (2.8)

wherex is the position of vehicle (m),u is the force provided by propellers

(N), f (t) is the force generated from ocean current and waves, which iscon-

sidered as the disturbance for the system:
∥
∥ f (t)

∥
∥ ≤ f0, andm andc are model

parameters representing mass (kg) and drag coefficient (kg/m) of underwater

vehicle, respectively.

The system in Eq. (2.8) can be written in generalized controller canonical

form (GCCF) [117] as:
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ẋ1 = x2

ẋ2 =
1
m

[
u+ f −cx2

∣
∣x2
∣
∣
]

(2.9)

where the state variablesx1 andx2 are the position and velocity of the un-

derwater vehicle respectively.

Here it is desired to design a SMC for the underwater vehicle system, which

can control the positionx in the presence of disturbing force generated by ocean

current and waves.

Two different controllers are designed for the system in order to achieve

following control objectives:

2.2.4.1 State regulation (x1 = x2 = 0)

1. Lets be a linear combination of the system states:

s= kx1+x2 (2.10)

2. By applying the equivalent control method,ue = x2
(
c
∣
∣x2
∣
∣−mk

)
is found

by solving

ṡ= kx2+
1
m

[
ue−cx2

∣
∣x2
∣
∣
]
= 0

It is important to note thatf (t) is excluded fromue, because it is un-

known. The discontinuous part of the control input isud = −M signs.

The reachability condition for the system is:

sṡ≤−
∣
∣s
∣
∣ [M− f0] (2.11)

As both f (t) andu(t) lie on the plane (x1 = 0), therefore, the disturbance

can be rejected by SMC. IfM > f0 then sliding mode is established.

The dynamics of the system under sliding are governed by:
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ẋ1 =−kx1 (2.12)

The solution of Eq. (2.12):x1(t) = x1(0)exp(−kt) shows thatx1 will expo-

nentially decay to 0, with the ratek. As x2 = ẋ1, therefore,x2 = 0 whenx1 = 0

and the control problem is solved. Eq. (2.12) also shows the inherent properties

of the sliding mode:

• Order reduction : The order of sliding motion is one, as compared to the

second order system.

• Invariance: The sliding mode dynamics are independent of model pa-

rameters, therefore any uncertainty inm andc will not effect the control

objective.

The numerical solution of the closed loop system is performed with the step

size ofdt = 0.01s, and for the following parameter values:m= 100, c = 20,

k= 1, M = 10 andf (t) = 9sin(t).

Fig. 2.2 shows the success of control design, and the state vector converges

from its initial valuex0 = [0.05 0]T to the origin. Therefore, the underwa-

ter vehicle stays at rest even in the presence of the input disturbance shown in

Fig. 2.4.

The phase portrait of the vehicle position and velocity is shown in Fig. 2.3.

The region wheres 6= 0 is called reaching phase, while the sliding phase starts

whens= 0. During the reaching phase the controller forces the states towards

the surface. The sliding phase shows the motion of system under sliding, which

only depends on the design variablek. The phenomenon of chattering is also

visible in the vicinity ofs= 0, which is due to the finite sampling frequencyfs=

1/dt = 100hzand modeling uncertainty caused by the unknown disturbance.

Fig. 2.4 shows that the controller exhibits robustness against the variations

in the input disturbance, and confines the system states tos= 0, once the sliding

mode is established.
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Figure 2.2: Evolution of system states with time
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Figure 2.4: Control input and disturbance with time

2.2.4.2 Reference tracking (x1 = x1d,x2 = x2d)

Now it is desired to keep the velocity of the underwater vehicle at 1m/s in the

presence off (t).

1. The switching surface is the linear combination of error states.

s= ke1+e2 (2.13)

where,

e1 = x1−x1d

e2 = x2−x2d

x1d andx2d are the desired values for position and velocity of the vehicle,

respectively.

2. The application of equivalent control method yieldsue= x2
(
c
∣
∣x2
∣
∣−mk

)
+

mkx2d. The reachability condition will take the formsṡ≤ −
∣
∣s
∣
∣ [M− f0],

and the sliding mode exists forM > f0
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The sliding motion is governed by the first order differential equation:

ė1 =−ke1 (2.14)

The solution of Eq. (2.14):e1(t) = e1(0)exp(−kt) shows thate1 will expo-

nentially decay to 0, with the ratek, which also makese2 = 0 and the control

problem is solved.

For simulationsdt= 0.01s,m= 100,c= 20,k= 1,M = 20, f (t) = 15sin(t)

andx0 = [0.05 0]T .

The results in Fig. 2.5 show that the vehicle moves with a uniform velocity of

1m/safter finite time. The phase portrait of the state errors is shown in Fig. 2.6.

The region enclosed in the dotted circle corresponds to the sliding phase. While,

the error trajectory outsides= 0 circle correspond to the reaching phase. Once

they enter in the sliding manifold, the controller confines the error states to the

switching surface, even in the presence of the disturbance (Fig. 2.7).
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Figure 2.5: Evolution of system states with time
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Figure 2.7: Control input and disturbance with time
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2.3 Conclusion

Most of the models reviewed in Section 2.1 are used to study a set of phenomena

occurring in the UCG reactor, and the outcome of the theoretical investigations

is at the best validated against laboratory experiments. Only in few cases the

results of the solved model are compared with a UCG field test. It is also detailed

in Section 2.2 that these models can not be used for the control of UCG process,

unless they are modified.

The objective of this research work is two fold:

1. Development of a computer model for UCG, which can predict the com-

position of the product gas in response to various operatingconditions for

field scale tests, conducted by UCG project Thar.

2. Development of a model based control of UCG process, which can in-

crease its performance by providing a constant desired heating value of

the product gas over a longer period of time.

The first objective demands an accurate model of the process,which results

in complexity of its mathematical equations. While for control design a rel-

atively simpler model is required. Therefore, a compromiseis made between

both requirements, and the 1D packed bed model of [39] is selected to fulfill

both research aims. The complexity of the model is moderate,as it ignores

multidimensional phenomena occurring in the UCG reactor andits surround-

ings. Importantly the model is capable of predicting product gas composition

as a function of operating conditions and coal properties. The model is solved

for the underground gasifiction of Lignite B coal of Thar in Chapter 3, which

yields time and length profiles of solution variables. The accuracy of the model

is increased by optimizing some uncertain input parametersin Chapter 4 and the

robust SMC is designed for the process in Chapter 5.

36



CHAPTER 3

Computer Model of UCG Process
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3. Computer Model of UCG Process

This chapter gives a detail description of the computer model developed for

the in-situ gasification of the Block V of Thar coal field. This model can assist

the actual field trials conducted by UCG project Thar and in thesubsequent con-

trol of the process. The model is capable of predicting time and space profiles

of some important parameters, such as, solid and gas temperatures, densities of

coal and char, concentrations of different gases and rates of important chem-

ical reactions in response to various operating conditionsand coal properties.

Most of these parameters are either impossible or very expensive to measure.

The model also gives information about the movement of pyrolysis and reaction

fronts, which can be further used to predict the life of the UCGreactor.

The UCG reactor model which incorporates the 1D packed bed model of [39]

and parametrization of the Thar UCG setup is given in Section 3.1, the strategy

adopted for numerical solution of the reactor model is detailed in Section 3.2.

The capabilities of the solved model are presented in Section 3.3, the effect of

varying different operating conditions on the UCG process isdiscussed in Sec-

tion 3.4 and the chapter is concluded in Section 3.5.

3.1 UCG reactor model

A typical schematic of UCG process is shown in Fig. 3.1. The coal seam is lo-

cated between the overburden and underburden rocks. The UCG reactor is con-

tained in a cavity within the coal seam, which evolves with time as the process

of gasification proceeds. The underground water reaches thereactor through

the cracks in the strata above the coal seam, and participates in the gasification

process.

The salient features and assumptions considered in the model are listed be-

low. These assumptions help to reduce the computational complexity associated

with the numerical solution of the reactor model.

• UCG reactor model is comprised of eight gases: CO, CO2, H2, H2O,

CH4, N2, O2 and tar, and two solids: coal and char. The pseudo specie tar
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3. Computer Model of UCG Process

Injection well

Injected oxidants

Production well

Product gases

x=0 x=LL

Surface

Water table

Over burden

Coal seam

UCG reactor

Under burden

Figure 3.1: Schematic of UCG reactor with surrounding environment

is used to maintain the stoichiometric balance of coal pyrolysis reaction.

Moreover, the small amount of higher hydrocarbons producedduring the

gasification of coal is also included in tar.

• The flow rate of the injected air is the input, while the heating value of the

product gas is the output of the model.

• There are separate equations for energy and mass balances ofgases and

solids. These equations are derived from the fundamental conservation

laws of energy and mass

• 1D geometry is assumed for the model, which ignores some important in-

situ phenomena, such as, growth of the UCG cavity, thermomechanical

properties of overburden and heat loss through adjacent coal seam. But

these assumptions are important for model simplifications.

• A set of six important chemical reactions is used to describethe chemical

kinetics of the process, which include coal pyrolysis, fourheterogeneous
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3. Computer Model of UCG Process

(char-gas) reactions and one homogeneous (gas-gas) reaction.

• Heat source generated from chemical reactions is written separately for

solids and gases, which neglects detailed interaction at the point of reac-

tion between the two phases.

• There is a large difference in characteristic times of solids and gases, e.g.,

the gas velocity ranges from 36→ 360 m/hr, while the rate of coal burning

is only 0.1 → 0.2 m/hr. Therefore, it can be assumed that the gas phase

reaches steady state before any significant change occurs insolids. This

assumption is formally known as pseudo/quasi steady state approxima-

tion. Due to this approximation the gas phase equations are only ODEs

in length domain, because all the conductive transport is lumped in solid

phase and accumulation terms are neglected in the gas equations.

• Coal seam is assumed to be a porous medium, and Darcy’s law is used as

momentum balance for gas phase.

3.1.1 Model equations

3.1.1.1 Mass balance of solids

The effect of different chemical reactions on the rate of change of solid density

distribution is described by Eq. (3.1).

∂ρi

∂ t
= Mi

6

∑
j=1

asi j Rj (3.1)

ρi (0,x) = ρi0 (x) , 0≤ x≤ L

whereρi is the density ofith solid (kg/cm3) in point(t,x), asi j is the stoichio-

metric coefficient of solidi in reactionj, Rj is the rate of reactionj (mol/cm3/s),

Mi is the molecular weight of solid componenti (kg/mol) andt andx are vari-

ables for time (s) and length (cm) respectively,ρi0 (x) is the initial density dis-

tribution of solidi andL is the length of the reactor (cm).
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3. Computer Model of UCG Process

3.1.1.2 Solid phase energy balance

The parabolic heat Eq. (3.2) shows that how does solid temperature distribution

change with time due to heat transfer through conduction (between adjacent

coal layers) and convection (inter phase heat transfer caused by the movement

of gases), and heat of chemical reactions.

∂Ts

∂ t
=

∂
∂x

[

(1−φ)k∂Ts
∂x

]

+h(T −Ts)−Hs

Cs
(3.2)

Ts(0,x) = Ts0 (x) , 0≤ x≤ L

∂Ts

∂x
(t,0) =

∂Ts

∂x
(t,L) = 0, t ≥ 0

Cs =
2

∑
i=1

ρicsi

Hs =
5

∑
j=1

∆H jRj

whereTs is the solid temperature (K) in point(t,x), T is the gas tempera-

ture (K), φ is the coal bed porosity,k is the effective thermal conductivity of

solids (cal/cm/s/K),h is the heat transfer coefficient (cal/s/K/cm3), Ts0 (x) is the

initial distribution of solid temperature,Cs is the total solid phase heat capac-

ity (cal/K/cm3), Hs is the solid phase heat source (cal/s/cm3), csi is the specific

heat capacity of componenti (cal/g/K) and∆H j is the heat of the reaction for

heterogeneous (solid-gas) reactions (cal/mol).

The values of spatial derivatives atx = 0 andx = L in Eq. (3.2) constitute

the Neumann type boundary conditions. The homogeneous boundary conditions

mean that the ends of the reactorx= 0 andx= L are isolated and no heat flux

can enter or leave the reactor.

3.1.1.3 Gas phase mass balance

The concentration of a gas is changed when it moves from inletx= 0 to outlet

x= L. The change is brought by the chemical reactions and superficial gas phase
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3. Computer Model of UCG Process

velocity. In porous media, the superficial velocity is a hypothetical velocity

of gas phase considered over whole cross sectional area by ignoring the solid

phase [118]. Gas phase diffusion is neglected in Eq. (3.3).

dCi

dx
=

1
vg

(

−Ci
dvg

dx
+

6

∑
j=1

ai j Rj

)

(3.3)

whereCi is the concentration ofith gas (mol/cm3), vg is superficial gas ve-

locity (cm/s) andai j is the stoichiometric coefficient of gasi in reactionj (ai j is

positive for product gases and negative for reactants).

3.1.1.4 Gas phase energy balance

The gas temperature in Eq. (3.4) is only affected by convective heat transfer

effect and heat of water gas shift reaction. The accumulation terms are neglected

due to quasi-steady state assumption.

dT
dx

=− 1
vgCg

[hT(T −Ts)+Hg] (3.4)

Cg =
8

∑
i=1

Cicpi

Hg = ∆H6R6

wherecpi is the molar heat capacity of gasi (cal/mol/K)

3.1.1.5 Momentum balance equation

The solid species in the model are immovable, so momentum balance given by

Eq. (3.5) is only written for gas phase, using Darcy’s law.

dP
dx

=−vgµ
2K

(3.5)

whereP is the gas pressure (atm),K is the gas permeability coefficient (cm2),

andµ is the viscosity (Pa.s).
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3.1.1.6 Equation of state

Ideal gas law is used to relate the gas phase pressure, temperature and concen-

tration in Eq. (3.6).

CT =
P

RT
(3.6)

CT =
8

∑
i=1

Ci

whereR is the universal gas constant (cm3.atm/mol/K) andCT is the sum of

concentration of all the gases

3.1.1.7 Superficial gas phase velocity

The concentrations of all the gases are obtained from Eq. (3.3), which are sub-

stituted in Eq. (3.6) to yield Eq. (3.7).

d
dx

vg =−vg

P
dP
dx

+
vg

T
dT
dx

+
RT
P

8

∑
i=1

6

∑
j=1

ai j Rj (3.7)

3.1.2 Model parametrization

3.1.2.1 Thermal conductivity of solids

The effective thermal conductivity of solids is given by Eq.(3.8) [39], which

takes into account conduction in solids and radiant transfer and conduction

through fluid adjacent to solids.

k=
1−φ

(
1
λs

)

+
(

1
25λg+dLs

) +φdLv (3.8)

Ls = 3.16×10−12Ts
3

Lv =
5.4×10−12Ts

3

1−0.125
(

φ
1−φ

)
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3. Computer Model of UCG Process

whereλs and λg are thermal conductivities of char and H2 (cal/s/K/cm),

respectively.

3.1.2.2 Interphase transport coefficients

The inter-phase heat transfer coefficienth determines how quickly the heat

transfers from one phase to another by the process of convection. The heat

transfer coefficient is given by Eq. (3.9) [39].

h= 3Cgu0.49
g T1.5

[
6(1−φ)

d

]0.51

×10−5 (3.9)

whered is particle diameter (cm).

The inter-phase mass transfer coefficient used in the reaction rates is given

by Eq. (3.10) [39].

ky = 0.1hT (3.10)

3.1.2.3 Chemical reactions and their kinetics

A large number of chemical reactions take place in an actual UCG process. But,

in order to simplify the reaction kinetics, only six important chemical reactions

are considered, which are listed in Table 3.1.

It is assumed that coal and char have molecular formulasCHaOb andCHāOb̄

respectively. The values ofa, b, ā, andb̄ are determined by coal and char ulti-

mate analysis for the Lignite B coal of Thar coal field. The molecular formula

for tar isC9Hc, where the hydrogen contentc is chosen to balance the coal py-

rolysis reaction. It is arbitrarily assumed that tar has nine carbon atoms.

The coal pyrolysis is an irreversible reaction, which involves the decompo-

sition of coal into numerous gases and char. Reactions 2−5 are heterogeneous

reactions representing char oxidation and various gasification reactions. The

water gas shift reaction is homogeneous as both the reactants are gases.
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Table 3.1: Chemical reactions considered in the model

Sr Chemical equations

1. Coal pyrolysis

CHaOb →
∣
∣as2,1

∣
∣CHāOb̄ +

∣
∣a1,1

∣
∣CO +

∣
∣a2,1

∣
∣CO2 +

∣
∣a3,1

∣
∣H2 +

∣
∣a4,1

∣
∣H2O+

∣
∣a5,1

∣
∣CH4+

∣
∣a8,1

∣
∣C9Hc

2. Char oxidation

CHāOb̄+
∣
∣a7,2

∣
∣O2 →

∣
∣a2,2

∣
∣CO2+

∣
∣a4,2

∣
∣H2O

3. Steam gasification

CHāOb̄+
∣
∣a4,3

∣
∣H2O


∣
∣a1,3

∣
∣CO+

∣
∣a3,3

∣
∣H2

4. CO2 gasification

CHāOb̄+
∣
∣a2,4

∣
∣CO2 


∣
∣a1,4

∣
∣CO+

∣
∣a4,4

∣
∣H2O

5. Methanation

CHāOb̄+
∣
∣a3,5

∣
∣H2 


∣
∣a1,5

∣
∣CO+

∣
∣a5,5

∣
∣CH4

6. Water gas shift reaction
∣
∣a1,6

∣
∣CO+

∣
∣a4,6

∣
∣H2O


∣
∣a2,6

∣
∣CO2+

∣
∣a3,6

∣
∣H2

3.1.2.3.1 Calculation of stoichiometric coefficients

Table 3.2: Input parameters for formulating stoichiometric coefficients

Sr Parameter Description

1. a, b Coal composition parameters

2. ā, b̄ Char composition parameters

3. as2,1 Moles of char per mole of coal

4. a3,1 Moles of H2 per mole of coal

5. a5,1 Moles of CH4 per mole of coal

6. s Atoms of C in coal which become atoms of C in TAR

7. r H to C ratio of TAR

The stoichiometric coefficientsai, j in Table 3.1 are calculated using Eq. (3.11)

by using coal, char and tar composition parameters in Table 3.2.
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∣
∣a4,1

∣
∣=

1
2

(
a− āas2,1 −2a3,1−4a5,1− rs

)
(3.11)

∣
∣a2,1

∣
∣= b−1+as2,1

(
1− b̄

)
−a4,1+a5,1+s

∣
∣a1,1

∣
∣= 1−as2,1 −a2,1−a5,1−s

∣
∣a8,1

∣
∣=

s
9

∣
∣a4,2

∣
∣=

ā
2

=
∣
∣a4,4

∣
∣

∣
∣a7,2

∣
∣= 1+

ā
4
− b̄

2
∣
∣a3,3

∣
∣= 1+

ā
2
− b̄ =

∣
∣a2,4

∣
∣

∣
∣a4,3

∣
∣= 1− b̄ =

∣
∣a5,5

∣
∣

∣
∣a1,4

∣
∣= 2+

ā
2
− b̄

∣
∣a3,5

∣
∣= 2− ā

2
−2b̄

∣
∣a1,5

∣
∣= b̄

All the other coefficients in Table 3.1 have a unity magnitude.

The rates of chemical reactions in Table 3.1 are given below,which are taken

from [39]

3.1.2.3.2 Coal pyrolysis reaction rate

R1 = 5
ρ1

M1
exp

(−6039
Ts

)

(3.12)

whereM1 is the molecular weight of coal.

3.1.2.3.3 Char oxidation reaction rate

R2 =
1

1
Rc2

+ 1
kyy7

(3.13)

Rc2 =
9.55×108ρ2y7Pexp

(
−22142

T̃

)

T̃−0.5

M2
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T̃ = βTs+(1−β )T

whereM2 is the molecular weight of char andy7 =C7/CT is the molar frac-

tion of O2. For simulationsβ = 1.

3.1.2.3.4 Steam Gasification Reaction Rate

R3 =







1
1

Rc3
+ 1

kyy4

, if y4−
(

y1y3
KE3

)

> 0

1
1

Rc3
− 1

kyy1

, if y4−
(

y1y3
KE3

)

< 0
(3.14)

Rc3 =
Rc3

+

y4

(

y4−
y1y3

KE3

)

Rc3
+ =

ρ2y2
4P2exp

(

5.052− 12908
T̃

)

M2

[

y4P+exp
(

−22.216+ 24880
T̃

)]2

wherey1 =C1/CT , y3 =C3/CT andy4 =C4/CT are molar fractions of CO,

H2 and H2O respectively, andKE3 is equilibrium constant for steam gasification

reaction.

3.1.2.3.5 CO2 gasification reaction rate

R4 =







1
1

Rc4
+ 1

kyy2

, if y2−
(

y2
1

KE4

)

< 0

1
1

Rc4
− 2

kyy1

, if y2−
(

y2
1

KE4

)

> 0
(3.15)

Rc4 =
Rc4

+

y2

(

y2−
y2

1

KE4

)

Rc4
+ =

1.15×104ρ2y2Pexp
(
−23956

T̃

)

M2D

D = 1+0.014y1Pexp

(
7549

T̃

)

+0.21y2Pexp

(
3171

T̃

)

wherey2 = C2/CT is the molar fraction of CO2, and KE4 is equilibrium

constant for CO2 gasification reaction.
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3.1.2.3.6 Methanation reaction rate

R5 =







1
1

Rc5
+ 2

kyy3

, if y2
3−
(

y5
KE5

)

> 0

1
1

Rc5
− 1

kyy5

, if y2
3−
(

y5
KE5

)

< 0
(3.16)

Rc5 =
Rc5

+

y2
3

(

y2
3−

y5

KE5

)

Rc5
+ =

ρ2y2
3P2exp

(

2.803− 13673
T̃

)

M2

[

1+y3Pexp
(

−10.452+ 11698
T̃

)]

wherey5 =C5/CT is molar fraction of CH4, andKE5 is equilibrium constant

for methanation reaction.

3.1.2.3.7 Water Gas Shift Reaction Rate

R6 =







1
1

Rc6
+ 2

kyy1

, if C1C4−
(

C2C3
KE6

)

> 0

1
1

Rc6
− 1

kyy2

, if C1C4−
(

C2C3
KE6

)

< 0
(3.17)

Rc6 =
Rc6

+

C1C4

(

C1C4−
C2C3

KE6

)

Rc6
+ = 3×107φC1C4exp

(−7250

T̃

)

whereC1, C2, C3 andC4 are concentrations of CO, CO2, H2 and H2O re-

spectively, andKE6 is equilibrium constant for water gas shift reaction.

3.1.2.4 Thermodynamic properties of solids and gases

Constant values are assigned to the heat of the reactions∆H j and equilibrium

constants of the reaction ratesKEi . The specific heat capacity of coal is also

constant, while that of char is given by Eq. (3.18) [39].

cs2 = M2
(
c̄sg +0.88ā+5.8b̄

)
(3.18)
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where ¯csg is molar heat capacity of graphite (cal/g/mol/K).

The specific heat capacities of gases are functions of only gas tempera-

ture [119], there polynomials are given by:

CO : cp1 = 0.0015T +6.39

CO2 : cp2 =−0.0000038T2+0.010T +6.30

H2 : cp3 = 0.00000069T2−0.00057T +7.10

H2O(g) : cp4 = 0.0028T +6.97

CH4 : cp5 =−0.0000048T2+0.019T +2.65

N2 : cp6 = 0.0014T +6.38

O2 : cp7 =−0.0000012T2+0.0037T +5.90

tar : cp8 = cs1 −cs2

3.2 Method of solution

The UCG reactor model yields two sets of equations, a set of eleven first order

gas phase ODEs in length domain: Eq. (3.3) for all gases, and Eqs. (3.4), (3.5)

and (3.7), and a set of three solid phase PDEs in time and space: Eq. (3.1) for

each solid and Eq. (3.2). These equations can not be solved analytically, because

they are highly nonlinear and strongly coupled. The coupling and nolinearity is

introduced by the model parameters given in Section (3.1). Therefore, both sets

of equations are numerically solved to yield 2D solution forevery dependent

variable as a function of simulation time and length of the reactor. The solid

phase equations are discretized before they are solved numerically.

3.2.1 Discrete equations for solids

The finite difference method is used for the numerical solution of the solid

Eqs. (3.1) and (3.2), which yields an approximate solution for ρi (t,x) andTs(t,x),

at a finite set oft andx. It is assumed that the discrete points int andx are uni-
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t

t=0

x=0

m-1

m

m+1

x=L

n-1 n+1n1 N

Figure 3.2: Mesh on a semi infinite strip used for the solutionof solid equa-

tions: z(t,x) = [ρi Ts]
T . The black squares alongt = 0 represent

the initial distribution: z(t = 0,x), while the white squares along

x = 0 lines represent the boundary values:z(t,x= 0). The finite

difference approximation is computed on the white circles.

formly spaced over the intervals 0≤ t ≤ tmax and 0≤ x≤ L respectively, where

tmax (s) is the maximum time for the simulation. The solution domain for dis-

crete solid equations is shown in Fig. 3.2.

The discrete pointsxn ∈ x and tm ∈ t are given by Eqs. (3.19) and (3.20)

respectively.

xn = (n−1)∆x, n= 1,2, . . .N (3.19)

∆x=
L

N−1

tm = (m−1)∆t, m= 1,2, . . .M (3.20)

∆t =
tmax

M−1
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whereN andM are total number of spatial and temporal nodes respectively,

∆x is the step size for length and∆t is the step size for time.

3.2.1.1 Finite difference approximations for partial derivatives

The general form for the discrete equivalents of the continuous partial deriva-

tives used in the numerical solution of the solid equations are given by Eqs. (3.21),

(3.22) and (3.23). The first order partial derivatives are approximated with for-

ward difference method, while the second order central difference is used for

the second order partial derivative.

∂ f
∂ t

∣
∣
∣
∣
tm

≈ f m+1
n − f m

n

∆t
(3.21)

∂ f
∂x

∣
∣
∣
∣
xn

≈
f m
n+1− f m

n

∆x
(3.22)

∂ 2 f
∂x2

∣
∣
∣
∣
xn

≈
f m
n−1−2 f m

n + f m
n+1

∆x2 (3.23)

where f (t,x) is an arbitrary function

3.2.1.2 Discrete mass balance

The mass balance in Eq. (3.1) is a simple PDE, which involves only one partial

time derivative. The forward difference (FD) method is usedto discretize the

Eq. (3.24).

ρm+1
in

−ρm
in

∆t
= Mi

6

∑
j=1

asi j R
m
jn

ρm+1
in = ∆tMi

6

∑
j=1

asi j R
m
jn +ρm

in

︸ ︷︷ ︸

S

(3.24)

ρ1
in = ρi0 (n)

whereρ1
in corresponds to the initial value (m= 1 corresponds tot = 0, see

Fig. 3.2) of solid density atn.
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3.2.1.3 Discrete solid temperature

The forward time centered space (FTCS), a finite difference technique [120]

is used to solve Eq. (3.2). This technique is not unconditionally stable like its

companion finite difference techniques: backward time centered space (BTCS)

and Crank Nicolson [120]. However, FTCS method has two advantages over

its finite difference counterparts, it is easier to implement and it offers reduced

computational time. The computational cost matters a lot for the numerical solu-

tion of the complex UCG reactor model over a longer period of time. Therefore,

solid temperature is discretized using FTCS scheme, and the selection of∆t and

∆x enures the convergence of the solution.

By using the discrete derivatives in Eqs. (3.21), (3.22) and (3.23), the up-

dated value of solid temperature:Tm+1
sn

is given by Eq. (3.25).

Tm+1
sn

−Tm
sn

∆t
=

(1−φ)
∆x2Csm

n

[

km
n

(

Tm
sn−1

−2Tm
sn
+Tm

sn+1

)

+
(

Tm
sn+1

−Tm
sn

)(
km

n+1−km
n

)]

+
hm

n

(
Tm

n −Tm
sn

)

Csm
n

−
Hm

sn
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(3.25)

where porosity of the coal bedφ is constant,Csm
n

andhm
n are functions ofρimn

andTm
n respectively, andkm

n andHm
sn

depend onTm
sn

. The valueTm
n is obtained

from the solution of Eq. (3.4).

In order to obtain the valuesTm+1
s1

andTm+1
sn

, the homogeneous Neumann

type boundary conditions in Eq. (3.2) are discretized by forward difference

method to yield Eq. (3.26).
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Tm
sn+1

−Tm
sn

∆x
= 0

Tm
sn+1

= Tm
sn

(3.26)

Tm
s1

= Tm
s2
, n= 1 =⇒ x= 0

Tm
sn

= Tm
sn−1

, n= N−1 =⇒ x= L

Now the boundary values at advanced time can be computed by substituting

n= 1 andn= L in Eq. (3.25).
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=
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+
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(
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n −Tm
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)
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−
∆tHm

sn

Csm
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+Tm
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where the fictitious valuesTm
s0

andTm
sn+1

can be found by substitutingn= 0

andn= N in Eq. (3.26) respectively.

3.2.1.4 Computation of solid solutions on the mesh grid

In order to show the progression of the solid solutions on themesh grid in

Fig. 3.2, a single molecule is shown for the computation of both ρm+1
in

andTm+1
sn

in Fig. 3.3.

The FD scheme for obtaining updated solid density is presented in Fig. 3.3(a).

In order to computeρm+1
in

, it is required to evaluateS in Eq. (3.24) at only one

point (m,n). For the FTCS method in Fig. 3.3(b), the updated solutionTm+1
sn

re-

quires the information for current timem at three adjacent locations(m,n−1),

(m,n) and(m,n+1).
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Figure 3.3: Computational molecules for finite difference approximations of solid

phase equations.

3.2.2 System of gas equations

The first order gas phase ODEs with boundary conditions are given below:

dCi

dx
=

1
vg

(

−Ci
dvg

dx
+

6

∑
j=1

ai j Rj

)

CT
i (x= 0) =

[

0 0 0 C40 0 C60 C70 0
]

C40 =







0, ignition

λC70, gasification

dT
dx

=− 1
ugCg

[hT(T −Ts)+Hg]

T (x= 0) = T0

dP
dx

=−ugµ
2K

P(x= 0) = P0

d
dx

ug =−ug

P
dP
dx

+
ug

T
dT
dx

+
RT
P

8

∑
i=1

6

∑
j=1

ai j Rj

vg(x= 0) =
u

∑8
i=1Ci (x= 0)

where the elements ofCi (x= 0) represent initial concentration of CO, CO2,

H2, H2O (g), CH4, N2, O2 and tar respectively,λ is the steam to oxygen ratio at

54



3. Computer Model of UCG Process

x= 0 andu is the flow rate of the injected air (mol/cm2/s). The gas phase equa-

tions are solved simultaneously as a boundary value problem, marching from

inlet x= 0 to outletx= L. The dynamics of the UCG reactor change abruptly

around a location, along the length of the reactor, where incoming O2 reacts

with char. This location is formally known as thereaction front. Therefore,

the system of equations become stiff around the reaction front, which gener-

ally requires a solver with very small step size, otherwise the solution does not

converge. Apart from the reaction front, the dynamics of thegas phase change

rather slowly, and a solver with relatively bigger step sizecan be used. In this

scenario a fixed step solver increases the computational complexity, because it

keeps a smaller step size even for the coarse zone (region along reactor length

where dynamics are slow). Therefore, the gas phase equations are solved using

TR-BDF2, an implicit Runge-Kutta algorithm [121], which is a variable step

solver. The step size for this solver is adaptive, smaller for the refined zone

(region around the reaction front) and bigger for the coarsezone.

3.2.3 Overall solution strategy

The UCG reactor model is solved in MATLAB, according to the flow chart in

Fig. 3.4 [122]. The solution starts by initializing coal parameters and solid phase

equations and then solving gas phase system for generating its initial distribu-

tions. The initialization of solid temperature mimics ignition of coal bed, which

is very critical for solution of the system. When solution progresses in time the

solid phase system is updated first and then the gas phase system is advanced

in time using the updated solution of solid phase system. Solid phase system

uses reaction rates at current timeR(t,x), whereas the gas phase system uses

the updated reaction ratesR(t +dt,x). The solution of the UCG reactor model

evolves in both time and space. The change with time is brought by the solid

phase PDEs, whereas the change in length domain is caused by the gas ODEs.
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Start
I/P all the coal 

parameters t=0sec

t=t+dt

End

Initialize solid phase 
system

Solve gas phase system by TR-BDF2, using R(0,x) and 
boundary conditions for gas phase

solid(t=0,x)

gas(t=0,x)

solid(t+dt,x)

gas(t+dt,x)

Solve discrete solid phase equations using R(t,x)

Solve gas phase system by TR-BDF2, using R(t+dt,x) and 
boundary conditions for gas phase

tend

Yes

No

Figure 3.4: Solution strategy for the UCG reactor model

The model is simulated in the ignition phase for first 1000 s and afterwards

in the gasification mode. The ignition phase acts as the initial condition for the

gasification phase. During ignition, coal bed is heated to pyrolyze the coal into

char, and to achieve a sufficient temperature for subsequentgasification reac-

tions. Due to the absence of steam in the UCG reactor, the gasification reactions

do not occur in the ignition phase. In gasification mode, an optimum amount of

steam is required to facilitate the production of syngas. During the field trials,
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the inlet gas does not contain any steam. This means water which intrudes into

the UCG reactor from surrounding aquifers, and moisture contained in the coal

converts into steam and assists the gasification reactions.The amount of water

influx in to the UCG reactor can be controlled by varying the pressure in the

reactor [123].

3.3 Model capabilities

The input parameters for the base case simulation are given in Table 3.3.

The simulations are performed for 24 hrs, and during this time the coal bed

is only consumed up to 650 cm. Therefore, in order to better analyze the results,

only the selected portion of the reactor is shown in the subsequent figures. The

selected region highlights the fine details of the solution variables. Some impor-

tant results of the model are discussed in subsequent paragraphs, which show

that the solved model is capable of predicting some important parameters of the

UCG process.

Fig. 3.5 shows the movement of length profiles of solid and gastemperatures

with time. For all the given cases, gas temperature follows the solid tempera-

ture, the gas temperature increases if it is less than the solid temperature and

it decreases if it is greater than solid temperature. The solid temperature pro-

files contain a lot of information, e.g. at 5 hrs the region where Ts,T > 430 K,

is called the reaction zone, which is shown in Fig. 3.6. The left boundary of

the reaction zone whereTs rises to its maximum value is known as thereaction

front (shown in the zoomed portion of Fig. 3.6). It is the location where the

system of equations become stiff. The sudden increase inTs is due to the highly

exothermic char oxidation reaction. The hump towards the right boundary of

the reaction zone points to another important location, called aspyrolysis front.

It is the location along the length of the reactor around which coal is pyrolyzed

from the heat coming from the oxidation zone. The region before the reaction

front is called rubble zone, while beyond pyrolysis front isthe unreacted coal.
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Table 3.3: Input data for the base case simulation

Parameter Value

Coal type Lignite B, Thar coal

Reactor lengthL 2500 cm

Permeability of coalK 150 D

Particle diameterd 1 cm

Coal bed porosityφ 0.2

Maximum simulation timetmax 24 hrs

Step size for time∆t 20 s

Step size for length∆x 1 cm (only for discrete solid equations)

Initial values for gas phase

Flow rate of injected airu 2×10−4mol/cm2/s

Mole fraction of O2 0.21

Mole fraction of N2 0.79

Steam to oxygen ratioλ 2.5

Concentration of steamC40







0, for ignition

λC70, for gasification

Gas pressureP0 6.1 atm

Gas temperatureT0 430 K

Initial solid distributions

ρ10 (x) 1.25, 0≤ x≤ L

ρ20 (x) 0, 0≤ x≤ L

Ts0 (x)







970x+430, for 0≤ x≤ 1

−107.7x+1507.7, for 1< x≤ 10

430, for 10< x≤ L

The reaction zone is shown in Fig. 3.6. For avoiding complexity in solu-

tion of the system, all the reversible reactions are considered to proceed in the

forward direction only. All the reactions have different activation energies, so
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Figure 3.5: Profiles of solid and gas temperatures along the length of the reactor

at different simulation times.

they are activated at different temperatures. Along with the dependence onTs,

the heterogeneous chemical reactions also depend on the availability of reactant

gases, e.g.,R2 has a significant value around the reaction front where O2 is avail-

able. Similarly, the magnitudes ofR3, R4 andR5 also depend on the amount of

H2O (g), CO2 and H2 present in the reactor, respectively. R1 is maximum near

the pyrolysis front, where the coal is in excess. It can be seen from Fig. 3.6

that the process of UCG is dominated by three reactions: coal pyrolysis, char

oxidation and steam gasification.

Fig. 3.7 shows dry gas molar fractions along length. O2 coming from the in-

let well remains unreacted until the reaction front, where it is entirely consumed

by char oxidation reaction giving rise to CO2 in the reactor. Mole fraction of

CO2 remains constant until the pyrolysis front, where it slightly decreases due

to less increase in the concentration of CO2 in pyrolysis reaction as compared

to the other volatiles. CO is generated at the reaction front by steam gasification
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Figure 3.6: Reaction zone at 5 hrs, showing the rates of all thechemical reac-

tions. The zoomed portion of the figure shows the reaction front.

reaction, when CO moves towards the outlet well it is completely consumed

by water gas shift reaction before its regeneration byR1. Like CO, H2 is also

produced by the steam gasification reaction, on its way towardsx = L its con-

centration is first increased by water gas shift reaction (a small increase) and

then by pyrolysis reaction (a large increase). CH4 and tar are the products of

pyrolysis reaction, which are produced byR1 near the pyrolysis front.

The densities of coal and char are shown in Fig. 3.8. Coal is initially dried

and then pyrolysed (heating in the absence of O2) by heat generated in the reac-

tion zone mainly due to the char oxidation reaction, the products of pyrolysis are

char and gases which reside in the reaction zone to assist other reactions. Char

is produced at the pyrolysis front and consumed at the reaction front, between

the boundaries of reaction zone it remains constant. The density distributions

of coal and char are pushed towardsx = L with time, as the process of UCG

proceeds.
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Figure 3.7: Mole fraction of gases without steam along the length of reactor at

5 hrs.

Fig. 3.9 shows the movement of pyrolysis and reaction frontstowards the

production well, with time. The results in Fig. 3.9 give a rough approximation

of the expected life of UCG reactor. The instantaneous difference between the

locations of the fronts gives width of the reaction zone. Fig. 3.9 shows that re-

action zone is widening with time, this information is also implicitly provided

by Figs. 3.5 and 3.8. The fuel for the reactor is coal and char.When pyrolysis

front reachesx = L the coal bed is almost exhausted. The process ends when

all the char is consumed in the reactor, which is indicated byreaction front ap-

proachingx= L. Actually all the chemical reactions take place between reaction

and pyrolysis fronts (see Fig. 3.6), therefore when reaction front approaches the

outlet well all the reactions stop and the process ends.
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The information provided by the above results can not be obtained from

UCG field trials. Because, it is not possible to install devicesfor measuring these

parameters at every critical location. Therefore, the roleof such a computer

model is very important in understanding the hidden dynamics of the process.

3.4 Study of parametric variations on the process

This section shows the effect of varying some important operating conditions

on the dynamics of the UCG process. The simulation results areshown for

the distribution of solid temperature and the heating valueof the product gases.

The solid temperature also gives an implicit information about the chemical

kinetics and conversion rates of coal and char, while the heating value contains

information of the product gas composition. Therefore, these two variables can

depict the whole picture of the UCG process.

The heating value is calculated as mentioned in [124] given by Eq. (3.27).

y= mCO(L)HCO+mH2 (L)HH2 +mCH4 (L)HCH4 +mtar (L)Htar (3.27)

mCi (L) = 100× Ci

C̃T

∣
∣
∣
∣
x=L

C̃T =
8

∑
i=1,i 6=4

Ci

wherey is the heating value (KJ/m3) of the solved model atx = L, mCi (L)

is the percentage molar fraction of gasi at x= L, Hi is the heat of combustion

of ith gas (KJ/m3) gas andC̃T (mol/cm3) is total concentration of gases without

steam.

3.4.1 Effect of varying the inlet feed of O2

Here the effect of changing the inlet feed of O2 on the UCG process is studied.

Three different cases are considered in which the percentage molar fraction of

injected gases is:N2 = 85%&O2 = 15%,N2 = 79%&O2 = 21% (air, which is
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the base case) andN2 = 70%&O2 = 30% respectively. The remaining input

parameters are same as in Table 3.3.

Fig. 3.10(a) shows the spatial distributions ofTs for the three cases at 4.5

hrs. It is observed that the temperature at the reaction front increases with the

increase in the inlet O2 feed, which is due to the increase in the exothermic char

oxidation reaction. It can also be observed that by increasing the O2 concentra-

tion, the velocities of reaction and pyrolysis fronts and the width of the reaction

zone also increase. This means that rate of conversion of coal is even greater

than that of char.
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Figure 3.10: Effect of varying inlet concentration of O2 on spatial distributions of

solid temperatureTs and the heating valuey of the product gas

With the increase in O2 concentration, the concentration of H2O (g) in-

creases and that of N2 decreases. Due to the increased concentration of the

reactant gases, the heating value of the product gas in Fig. 3.10(b) is highest for

O2 = 30%, because the coal consumption is the largest for this case.

3.4.2 Effect of varying H2O (g) to O2 ratio: λ

It is very important to note that H2O (g) is not the part of inlet gases. In order

to simulate the effect of water influx it is assumed that a specific amount of

H2O (g): λCO2 is available atx = 0 for the gasificaion reactions. Therefore,

varying the value ofλ only changes the concentration of H2O (g), while the
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concentration of the injected N2 remains unchanged.

As discussed previously that O2 is important for providing heat through oxi-

dation of char, which is useful for the endothermic gasification reactions. On the

other hand it is also responsible for the production of CO2, which decreases the

heating value of the product gas. H2O (g) is also a very important reactant for

the UCG process, as it increases the heating value by assisting the production

of H2 and CO by H2O (g) gasification reaction. But, the endothermicity of the

H2O (g) gasification reaction decreases the temperature of thereactor, which in

the extreme case can extinguish the process. In short, optimized values of both

O2 and H2O (g) can yield a higher heating value over a longer period of time.

Here the results are shown for three different cases:λ = 1.5, λ = 2.5 (base

case) andλ = 3. The injected gas composition and remaining parameters are

similar to the base case simulation.

Fig. 3.11(a) shows that as the amount ofλ increases, the maximum value of

Ts at the reaction front decreases. This is due to the increase in the concentra-

tion of H2O (g), which increases the rate of endothermic H2O (g) gasification

reaction. It can also be seen that the width of the reaction zone is quite similar

for all the cases, which means that the conversion rate for coal and char, or the

velocities of reaction and pyrolysis fronts are same.
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Figure 3.11: Solid temperature and the heating value of product gas for three dif-

ferent values ofλ
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The dry heating value (without H2O (g)) for different values ofλ is shown

in Fig. 3.11(b). By increasing the value ofλ the amount of reactant gases is

also increased, thus increasingy. The decrease in the concentration of H2O (g)

at lower values ofλ , increases the molar fraction of N2 in the reactor, which

causes the decrease iny.

3.4.3 Effect of change in flow rate of injected gases

Here the effect of the variation in the flow rate of inlet gasesis studied for

three different cases:u1 = 10−4 moles/cm2/s,u2 = 1.5×10−4 moles/cm2/s and

u3 = 2×10−4 moles/cm2/s (base case). The inlet gas is air andλ = 2.5.

In Fig. 3.12(a), as the flow rate is increased fromu1 → u3, the overall mag-

nitude ofTs distribution and the width of the reaction zone are also increased.

Which indicates that the increase in the reactant gases raisethe magnitudes of

the chemical reaction rates within the UCG reactor. Thus, therates of conver-

sion of coal and char are also greatest foru3.

The results in Fig. 3.12(b) show that for higher flow ratesy decreases and

vice versa. This scenario can be explained by investigatingEq. (3.27). The

increase in the value of flow rate increases the reactant gases and N2. The in-

creased value of H2O (g) increasesmCO andmH2, while the higher concentration

of N2 increasesC̃T . Due to its initial higher value, the increase in N2 concentra-

tion dominates the reactant gases, hence reducingy.

The flow rate of the injected gases is always bounded:ul ≤ u≤ uu, whereul

anduu are lower and upper bounds onu respectively. Foru> uu, the increased

amount of H2O (g) may start eating up the temperature of the reactor and finally

extinguishing the process. The temperature of the reactionzone can also drop

below the critical value foru < ul , which results from the deficiency of O2 in

the reactor.
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Figure 3.12: Solid temperature and the heating value for three different flow rates

of the injected gases:u1 = 10−4 moles/cm2/s, u2 = 1.5× 10−4

moles/cm2/s andu3 = 2×10−4 moles/cm2/s.

3.5 Conclusion

The computer model of the UCG process is developed and then solved by using

the parametrization of the Thar UCG setup. The solved model iscapable of

providing estimates for some important parameters of the process, such as solid

and gas phase compositions and temperatures profiles with a moving reaction

zone. A comprehensive parametric study is also conducted for the solved model,

which shows that the rates of conversion of coal and char and the composition of

the product gas are sensitive to a range of operating conditions, such as amount

of O2 in the inlet gas, H2O (g) to O2 ratio at the inlet and molar flow rate of the

injected gas. These results can be used to find such a set of operating conditions

which can increase the performance of a UCG process.

The computer model of the UCG process is validated in the next chapter by

comparing the results of the solved model with the experimental results of the

gasification of Block V of the Thar coal field.

67



CHAPTER 4

Optimization and Model Validation
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4. Optimization and Model Validation

The computer model of UCG developed in the previous chapter isvalidated

by comparing the results of the solved model with the UCG field test. Prior to

the model validation, some uncertain parameters are optimized. The optimiza-

tion is performed to compensate for the uncertainty in coal and char ultimate

analysis, which is generally caused by the repeated measurements of different

samples, and in H2O (g) to O2 ratio at the reaction front. Two different con-

strained nonlinear optimization problems are formulated,which differ in the

number of optimization variables and constraint equations[122, 125].

The main components for the experimental set up of UCG field test are

discussed in Section 4.1, the optimization of the UCG model ispresented in

Section 4.2 and the results of model validation are shown in Section 4.3. The

chapter is concluded in Section 4.4.

4.1 Experimental setup

The working of experimental setup is shown in Fig. 4.1, whichis composed of

following important components:

Control room

Gas analyzerHP compressor
LP compressor

HP air during reverse 
combustion

Output

Gas mole fraction

Heating value

Coal bed acting 
as UCG reactor

Air during gasification

Figure 4.1: Block diagram of the UCG setup

4.1.1 Control room

The control room holds programmable logic controllers (PLCs) and the control

valve. The percentage opening of the control valve sets the air flow rate sent to

the coal seam during reverse or forward combustion of underground coal seam.
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The opening of the valve is controlled by the PLCs. The data logging for the

product gas mole fraction is also carried out in the control room.

4.1.2 Compressors

Due to the low permeability of virgin coal seam, it does not allow gases to flow

through it. Therefore, prior to the process of gasification apermeable link is es-

tablished between the inlet and outlet wells. The establishment of a permeable

link between the wells can be accomplished by a number of known well link-

ing techniques [126]. The technology used for this experiment is called reverse

combustion linkage (RCL). During the process of RCL, the high pressure com-

pressors in Fig 4.2 are used to supply air to the coal seam. Unlike gasification,

which is also known as forward combustion, RCL involves injection of the oxi-

dants in one well and ignition of coal seam from the other. Theidea is to make

the combustion front propagate towards the source of oxidant, which results in

the establishment of low hydraulic resistance path betweenthe wells [127]. Dur-

ing gasification of coal seam, the low pressure compressor inFig. 4.3 is used to

supply air to the already ignited coal seam.

Figure 4.2: SIAD TEMPO2 1500 high pressure compressors
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Figure 4.3: Atlas Copco GA 250 low pressure compressor

4.1.3 UCG field

A part of Block V of the Thar coal fields is shown in Fig. 4.4, which consists

of a network of pipes and wells. The blue pipes take air at a specific pressure

and flow rate to the injection well, while the red pipes carry product gas to the

gas analyzer from the outlet well. In a commercial UCG process, several coal

seams are gasified simultaneously and the product gas is recovered by multiple

production wells. However, this experiment was performed on a single coal

seam having thickness of 5 m and located at the depth of 144 m from the surface.

4.1.4 Gas analyzer

The gas analyzer (Fig. 4.5) is integrated on line, the steam is removed from the

gas mixture and the molar fraction of remaining gases is measured.

The technologies used to measure molar fractions of different gases are

listed below [124].

• CO, CO2, CH4 and higher hydrocarbons: CnHm are measured by dual

beam non dispersive infra red (NDIR) detectors.
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Pipe carrying air from 

compressors 

Pipe carrying product gases 

to gas analyzer 

Wells 

Figure 4.4: UCG field

• H2 is measured by Thermal conductivity (TCD) detector.

• A galvanic fuel cell is used to determine the percentage volume content

of O2 in the sample gas.

The heating value of gases is calculated by using following relationship:

yexp= mCOexpHCO+mCnHmexp
HCnHm+mCH4exp

HCH4 +mH2exp
HH2 (4.1)

whereyexp is the experimental heating value of the product gas (KJ/m3),

and miexp and Hi are the experimental percentage molar fraction and heat of

combustion (KJ/m3) of gas componenti respectively. The measurements show

that there are only traces ofCnHm in the product gas.

4.2 Optimization

According to Antoniou and Lu [128], ”The process of optimization is the pro-

cess of obtaining thebest, if it is possible to measure and change what isgood
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Figure 4.5: GAS 3100 R coal gas/syngas analyzer

or bad.” The theory of optimization involves the quantitative study and methods

for finding the optima (maxima or minima) of a function. On theother hand,

optimization practice is comprised of all the methods, algorithms, procedures

and techniques used for finding the optima. Optimization hasapplication in al-

most every branch of science, such as, engineering, physics, social sciences and

economics, etc.

The most general approach to solve optimization problems isthrough the

use of numerical methods, which is also known asmathematical programming.

This approach can solve real world optimization problems with a large number

of optimization variables. In mathematical programing, optimization variables

are initialized and iterative numerical techniques are used to generate a series

of progressively improved solutions. The numerical routine is only terminated

when some convergence criterion is met. This normally happens, when the

changes in the cost function and the independent variables in two successive

iterations become insignificant.
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4.2.1 A general optimization problem

Before solving an optimization problem, it needs to be transformed in to a gen-

eral frame work:

minx f (x) f or x∈ F (4.2)

αi (x) = 0 f or i = 1,2, . . . ,m (4.3)

β j (x)≥ 0 f or j = 1,2, . . . ,z (4.4)

F=
{

x : αi (x) = 0 & β j (x)≥ 0
}

(4.5)

wherexT = [x1,x2, . . . ,xn] is the vector of optimization variables,f (x) is the

objective or cost function to be minimized,αi (x) andβ j (x) aremequality andz

inequality constraints respectively, andF⊂ℜn is the feasibility domain off (x).

There are three main components of an optimization problem:

4.2.1.1 Optimization variables

The optimization variables inx can be independent variables or some control

parameters that can be manipulated. The identification ofx is very critical in the

formulation of an optimization problem.

4.2.1.2 Objective function

The objective functionf (x) is scalar and it can have various forms. It can

represent the cost of a product in a manufacturing environment or it can be

the difference between the desired and actual performance in a system. The

elements ofx can influence the cost of the product in the former case or the

actual performance in the latter case.

Unlike (4.2), sometimes it is desired to maximizef (x). But, still in this case

the generality of (4.2) holds, because:

max[ f (x)] =−min[− f (x)]
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In some applications, it is desired to optimize a set of distinct functions of

x, simultaneously. This situation can arise during the solution of r simultaneous

algebraic equations:

fi (x) = 0 f or i = 1,2, . . . , r

In this way a vector ofr objective functions can be obtained:

f T (x) =
[

f1(x) f2(x) . . . fr (x)
]

(4.6)

Now the problem is to findx∗ (solution of the optimization problem, repre-

senting an optimum value ofx) which yields f (x∗) = 0. Most of the times it is

not possible to find such anx∗ which reduces allfi (x) to zero simultaneously.

But it is possible to findf (x∗)≈ 0, which meets the desired level of accuracy.

A similar situation arises in engineering applications, where f (x) is also a

continuous function of other independent variables, such as time. In this case

f (x, t) represents a vector of distinct functions, evaluated at different time in-

stances:

f T (x, t) =
[

f (x, t1) f (x, t2) . . . f
(
x, tq
)
]

(4.7)

wheret1, t2, . . . , tq indicate the instances of interest, wheref (x, t) is sampled.

If f (x, ti) is replaced byfi (x) then Eq. (4.7) becomes Eq. (4.6). The solu-

tion for this problem will also be an approximation, becausethe details of the

function between the consecutive samples is ignored. However, the accuracy of

the solution may be increased by increasing the number of samples, which on

the other hand will increase the computational cost of the software.

As it has been said previously thatf (x) is scalar, therefore, the problem of

minimizing a vector of objective functions in Eqs. (4.6) and(4.7) is generally
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transformed in to thenormminimization problem. TheLp norm of vectorf (x)

is:

∥
∥ f (x)

∥
∥

p ≡ Lp =

(
r

∑
i=1

∣
∣ fi (x)

∣
∣p

)1/p

(4.8)

The three most common types ofLp norms used forf (x) are given as:

∥
∥ f (x)

∥
∥

1 ≡ L1 =
r

∑
i=1

∣
∣ fi (x)

∣
∣ (4.9)

∥
∥ f (x)

∥
∥

2 ≡ L2 =

(
r

∑
i=1

∣
∣ fi (x)

∣
∣2

)1/2

(4.10)

∥
∥ f (x)

∥
∥

∞ ≡ L∞ = max
1≤i≤r

∣
∣ fi (x)

∣
∣ (4.11)

Eqs. (4.9), (4.10) and (4.11) are obtained by substitutingp= 1, p= 2 and

p = ∞ in Eq. (4.8) respectively. In optimization problems involving
∥
∥ f (x)

∥
∥

1,

the sum of the magnitudes of individual elements off (x) is minimized. For
∥
∥ f (x)

∥
∥

2, theEuclidean normis minimized, and if the square root is omitted,

then the sum of the squares
∥
∥ f (x)

∥
∥2

2 is minimized and the problem is formally

known as aleast squares problem. Eventually for
∥
∥ f (x)

∥
∥

∞, the maximum value

of the magnitudes of individual functions is minimized, which is called amini-

max problem[128].

So far, the choice of objective functions give same weightage to the individ-

ual functions inf (x), which results in the same residual errorε for the functions.

But in some applications, it is required to give more emphasisto the critical el-

ements, which results in the following objective function:

∥
∥ f (x)

∥
∥

p ≡ Lp =

(
r

∑
i=1

wi
∣
∣ fi (x)

∣
∣p

)1/p

(4.12)

where the design variablewi > 0 is the weight offi (x).
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Now if the error in one element is:

error
{

wi
∣
∣ fi (x)

∣
∣
}
≈ ε

then for the individual function:

error
{∣
∣ fi (x)

∣
∣
}
≈ ε

wi

which shows that the element with higher value ofwi has a smaller residual error

and vice versa. In this way a distinct function or a function at a critical instant

can be given more emphasis.

4.2.1.3 Constraints

There are two types of constraints in a constrained optimization problem: equal-

ity (Eq. (4.3)) and inequality (Eq. (4.4)). The equality constraints confirm that

the solution of the optimization problem does not violate any physical law, while

the inequality constraints are imposed to ensure physical realizability of the

problem. These constraints define the domain of feasibilityF for the compu-

tation of f (x). All the points belonging toF are called feasible points. For the

solution of the optimization problem to be valid:x∗ ∈ F.

If all the constraints are equalities then the feasible points are located on the

intersection ofm hypersurfaces corresponding toαi (x) = 0 (Eq. (4.3)). On the

other hand, if all the constraints are inequalities, then they divideℜn into three

types of points. Ifβ j (x)> 0, ∀ j then the point is called aninterior point, where

as,β j (x) = 0 represents aboundary pointandβ j (x)< 0 is anexterior point.

4.2.2 Types of mathematical programing

Based on the structure of the optimization problem in section4.2.1, the mathe-

matical programing is classified into the following types [128].

4.2.2.1 Linear programing

In this type of mathematical programing, the objective and constraint functions

are linear. A general structure of such problem is given below:
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minx f (x) =
n

∑
i=1

γixi f or x∈ ℜ+

α j (x) =
n

∑
i=1

δi j xi −µ j = 0 f or j = 1,2, . . . ,m

βk (x) =
n

∑
i=1

ηi j xi −ν j ≥ 0 f or j = 1,2, . . . ,z

whereγi ,δi j ,ηi, j ,µ j ,ν j ∈ ℜ+.

The simplex method and interior point algorithms are used tosolve the linear

programing (LP) problems. However, the interior point algorithms are much

more efficient for LP problems with sufficiently large numberof optimization

variables.

4.2.2.2 Integer programing

It is a special case of linear programing (LP) in which at least some of the

variables are assumed to be integers only.

4.2.2.3 Quadratic programing

A quadratic programing (QP) problem is usually representedas:

minx f (x) = α0+αTx+xTQx

β Tx≥ γ

where f (x) is the quadratic objective function inx, α ∈ ℜn×1, Q is the

positive definite or semi positive definite, symmetric and square matrix,β ∈
ℜq×1, q is the number of linear constraints andα0 ∈ ℜ+.

The QP problems are efficiently solved using convex programing (CP) algo-

rithms, such as, QR decomposition based methods, cutting plane and ellipsoid

algorithms.
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4.2.2.4 Nonlinear programing

In nonlinear programing (NLP) the objective and constraintfunctions are non-

linear functions of the optimization variables. It is the most general type of

mathematical programing, and LP and QP problems are considered as special

cases of these types of optimization problems.

The NLP problems can be solved by using various methods, which include

but not limited to penalty and barrier function methods, gradient projection

methods and sequential programing (SQP) algorithms. The SQP methods are

highly efficient for NLP problems with smooth objective and constraint func-

tions [129–131].

4.2.2.4.1 Sequential quadratic programing

The SQP method is based on the divide and conquer rule. A NLP problem is

divided in to a sequence of QP subproblems. The objective function of a QP

subproblem is a quadratic approximation to the Lagrangian function, whereas

its constraints are the linearizations of the original constraints. The QP subprob-

lems are iteratively solved to reach the solution [132].

In order to demonstrate the SQP method, it is convenient to reconsider the

NLP problem defined by Eqs. (4.2), (4.3), (4.4) and (4.5).

minx f (x) f or x∈ ℜn

αi (x) = 0 f or i = 1,2, . . . ,m

β j (x)≥ 0 f or j = 1,2, . . . ,z

F=
{

x : αi (x) = 0 & β j (x)≥ 0
}

where f (x), α(x) andβ (x) are continuous functions and their second partial

derivatives exist.

The Lagrangian functional associated with the problem is given by:
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L (x,ρ,µ) = f (x)+ρTα(x)+µTβ (x)

where vectorsρ ∈ ℜm andµ ∈ ℜz are referred to as Lagrangian multipliers.

A simplified SQP method for solving the above NLP problem is given by

the following Algorithm [131, 133]:

1: Setx= x0 (x0 need not to be feasible),k= 0 and initialize the toleranceε

2: Evaluate the search directiond0 by solving QP0 subproblem.

3: Determine the step lengthc0 by a 1D minimization of a merit function:

M
(
x0+c0d0

)

4: Computex1 = x0+c0d0

5: while
∥
∥ckdk

∥
∥> ε

6: Setk= k+1

7: Evaluatedk by solving QPk subproblem

8: Determineck which minimizes:M
(
xk+ckdk

)

9: Computexk+1 = xk+ckdk

10: end while

11: Output:x∗ = xk+1

where the functionM guarantees a sufficient decrease inf (x) and it also

ensures the fulfillment of constraints alongdk with an appropriateck.

The search directiondk is the solution of the followingQPk subproblem.

min
d

{
1
2

dT
Hkd+∆ f (xk)

Td

}

s.t. ∆αi(xk)
Td+αi(xk) = 0, i = 1,2, . . . ,m

∆β j(xk)
Td+β j(xk)≤ 0, j ∈ A (xk)

A (xk) =
{

j ∈ {1,2, . . . ,z}|β j(xk) = 0
}

whereHk is the Hessian of the Lagrangian:∆2
xL (xk,ρk,µk) andA (xk)

refers to the set of active constraints atxk
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4.2.2.5 Dynamic programing

In this approach a complex problem is divided into a sequenceof simpler prob-

lems, which are solved as an LP, QP or nonlinear programing problems. Most of

the times, the sub problems are solved sequentially as the subsequent problems

are influenced by earlier ones. The dynamic programing basically provides a

general frame work for analyzing various types of optimization problems.

4.2.3 Optimization of UCG reactor model

4.2.3.1 Problem statement

The mathematical model of UCG reactor is optimized in order tocompensate

for the uncertainties in coal and char composition parameters, which includea,

b, ā andb̄, and in the H2O (g) to O2 ratio at the reaction frontλ . In case of coal

and char composition parameters, the uncertainty is introduced by conducting

ultimate analysis for different coal and char samples. Whilethe uncertainty in

λ is quite obvious, as its measurement is not available.

Two different constrained nonlinear programing problems are formulated

and solved to yield the optimized values of the variables.

4.2.3.2 Optimization problem I

The optimized values of the model parameters are obtained bysolving the fol-

lowing least squares problem:

minimize f(x, t) =
∥
∥e(t)

∥
∥2

2 (4.13)

e(t) =
y(t)−yexp(t)

yexp(t)

sub ject to: αx−β ≤ 0 (4.14)

wherex ∈ ℜ3×1 is the vector of three optimization variables, the objective

function f (x, t) is square of theL2 norm of the relative error between the solved
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(y) and experimental (yexp) heating values of the product gas at different time

instances and the only linear inequality constraint is represented by the vector

α ∈ ℜ1×3 and scalarβ ∈ ℜ+.

The solution of the mathematical model in section 3.2 does not yield mCnHm

separately, but it contributes inmtar. Therefore, Eq. (3.27) can be re written as

given by Eq. (4.15).

y= mCO(L)HCO+mH2 (L)HH2 +mCH4 (L)HCH4 +mCnHm (L)HCnHm (4.15)

wheremCnHm ≈ σmtar, andσ < 1.

As it has been previously explained in section 4.1.4 that theamount of CnHm

is almost negligible in the measurements, therefore its contribution in the heat-

ing value is not significant. The heating valuey is a highly nonlinear function

of the solutions of the solid and gas systems given in section3.1.1. However,

its implicit dependance on the input parameters for balancing the chemical re-

actions (Table 3.2) is very significant. Because, these parameters determine the

moles of the gases produced as a result of all the chemical reactions, which

greatly influencemCi , and hencey. It can be inferred from the description in

Table 3.2 that the parametersas2,1, a3,1, a5,1, s andr are dependent ona, b, ā

andb̄. Therefore, any uncertainty in the coal and char composition parameters

also affects there values.

This optimization problem does not consider the uncertainty in λ . Moreover,

it is also assumed that the uncertainty in ultimate analysisof coal and char can

be addressed by optimizing only the values ofas2,1, a3,1 anda5,1. Of course,

this optimization problem does not completely address the uncertainty in coal

and char ultimate analysis, but, still it can affect a part ofcoal pyrolysis reaction

contributing iny and also serves as a foundation for the more accurate problem

in section 4.2.3.3.

This problem was initially solved as an unconstrained optimization problem,
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but it was observed that during the solution, moles of CO were staying at a

negative value in the coal pyrolysis reaction, which is not true as CO is produced

in the reaction. Therefore, the only constraint in Eq. (4.16) makes sure that the

moles of CO stays greater than zero in the coal pryolysis reaction.

x1+4x2+

(

2− b̄+
ā
2

)

x3−2+b+
a
2
−2s− rs

2
≤ 0 (4.16)

4.2.3.3 Optimization problem II

In this optimization problem all the parameters in Table 3.2andλ are optimized,

by minimizing the objective function in Eq. (4.13). The optimization problem

is given by Eqs. (4.17), (4.18) and (4.19).

minimize f(x) over x∈ ℜn (4.17)

xT =
[

a b ā b̄ λ r s a3,1 a5,1 as2,1

]

sub ject to: Ax−B≤ 0 (4.18)

c(x)≤ 0 (4.19)

F= {x : Ax−B≤ 0 & c(x)≤ 0}

wherex ∈ ℜ10 is the vector of optimization variables,f : ℜ10 → ℜ is the

objective function to be minimized,c : ℜ10→ ℜ3 is a function which returns the

vector of 3 nonlinear inequality constraints,A∈ ℜ7×10 andB∈ ℜ7 represent 7

linear inequality constraints andF is the region of feasibility.

The purpose of the constraints is to make the system physically realizable,

such that, all the chemical reactions are properly balancedand the magnitudes

of the stoichiometric coefficients stay positive throughout the solution of the

optimization problem. The values ofλlb andλub (λlb ≤ λ ≤ λub) are very critical

as they save UCG reactor cavity from starvation of H2O (g) and flooding from

the water influx respectively.
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The linear constraints are given in the following set of equations. The first

four constraints satisfy the relationship between coal andchar composition pa-

rameters (0.02a≤ ā≤ 0.2a and 0.02b≤ b̄≤ 0.2b), and the last three ensure that

the magnitudes of all stoichiometric coefficients in reactions 2−5 in Table. 3.1

are positive. The last three constraints are derived form Eq. (3.11).

−0.5x3+x4−1 ≤ 0

x4−1 ≤ 0

0.25x3+x4−1 ≤ 0

−0.2x1+x3 ≤ 0

0.02x1−x3 ≤ 0

−0.2x2+x4 ≤ 0

0.02x2−x4 ≤ 0 (4.20)

The matrixA and vectorB in Eq. (4.18) can be written from Eq. (4.20):

A=




















0 0 −0.5 1 0 0 0 0 0 0

0 0 0 1 0 0 0 0 0 0

0 0 0.25 1 0 0 0 0 0 0

−0.2 0 1 0 0 0 0 0 0 0

0.02 0 −1 0 0 0 0 0 0 0

0 −0.2 0 1 0 0 0 0 0 0

0 0.02 0 −1 0 0 0 0 0 0




















(4.21)

BT =
[

1 1 1 0 0 0 0
]

(4.22)

The nonlinear constraints in Eq. (4.23) ensure the magnitudes of the stoi-

chiometric coefficients of coal pyrolysis reaction stay positive.

1
2

x1−x2−x8−3x9−
1
2

x7(x6+2)+
1
2

x10(2x4−x3−2)+1 < 0
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−1
2

x1+x2+x8+4x9+
1
2

x7(x6+4)+
1
2

x10(4−2x4+x3)−2 < 0

−x1+x3x10+2x8+4x9+x6x7 < 0 (4.23)

4.2.3.4 Solution of the optimization problems

Start

|∆fk+1|<δf

|∆xk+1|<δx

Stop

Yes

Yes

No

No

k=0

a) Initialize x: x=x0

b) Solve UCG reactor model
c) Compute f(x0)  

k=k+1

a) Compute ∆xk+1 

b) Update x : xk+1 = xk+∆xk+1

c) Solve UCG reactor model
d) Compute f (xk+1)  
e) Compute ∆fk+1= f(xk)-f(xk+1)

Output
a) x*=xk+1

b) f*=f(x*)

Figure 4.6: A general solution strategy for solving the nonlinear programing

problems of the UCG reactor model
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The aforementioned nonlinear programing problems are solved by Matlab func-

tion fmincon, using the sequential quadratic programing (SQP) algorithm. The

fminconfunction solves the optimization problems as shown in Fig. 4.6. The so-

lution starts by providing initial guessx0 for the optimization variables, which is

followed by the solution of the UCG reactor model using the procedure given in

Fig. 3.4 and the subsequent evaluation off (x0) using Eq. (4.13). In the iterative

loop for the variablek, the step length for optimization variables∆xk+1 is cal-

culated using SQP algorithm and the updated vector of optimization variables

xk+1 is obtained, then the UCG reactor model is solved for the updated set of

optimization variablesxk+1 and the objective function is evaluated atxk+1. The

iterative loop is terminated if any of the following occurs:

•
∣
∣∆ fk+1

∣
∣< δ f : where∆ fk+1 = f (xk)− f (xk+1) andδ f is the optimization

tolerance forf .

•
∣
∣∆xk+1

∣
∣< δx: whereδx is the optimization tolerance for the optimization

variables inx

Eventually the solution of the optimization problem isx∗ = xk+1 and f ∗ = f (x∗).

The values ofδ f andδx are provided by the user. The selection of the op-

timization tolerances is a trade off between the accuracy ofthe solution and

computational cost of the software. Apart fromδ f and δx the user also has

the provision to terminate the program after the specific number of iterations

k and/or setting the maximum number of function evaluations within a single

iteration. The average time it took to solve the second optimization problem

was 24 hrs, for adual core i7 processor, which is due to the high computational

complexity associated with the solution of the UCG reactor model.

4.2.3.4.1 Robustness of the estimates of the optimization variables

The confidence intervals of the optimization variables are also calculated in or-

der to validate the robustness of there estimates. The optimization problems
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are solved for eleven different data sets and then95% confidence intervalfor

the estimates of the variables is calculated in Eq. (4.24) byusing the method

given in [134]. The error statistics of the optimization variables for both the

optimization cases is given in Table 4.1

θ = θ̂ ± ttab
s√
n

(4.24)

whereθ is the true value (mean of large set of replicates),θ̂ is the mean of

the sub samples,n= 11 is the number of sub samples,ttab = 2.228 (taken from

the two sidedt-table [134] againstd f = n−1= 10) is the statistical value for

95% confidence ands is the standard deviation of the mean of the sub samples.

Table 4.1: Error bounds at95%confidence interval for the optimized variables

of both the cases. Case a refers to the optimization problem II, while

Case b is for the optimization problem I

Case a Case b

Sr Variable θ̂̂θ̂θ Error bounds θ̂̂θ̂θ Error bounds

1. a31 0.0824 ± 0.0002 0.0488 ± 0.0016

2. a51 0.0304 ± 0.0044 0.0431 ± 0.0005

3. as21 0.7739 ± 0.0181 0.7746 ± 0.0030

4. a 0.8543 ± 0.0266

5. b 0.1985 ± 0.0062

6. ā 0.0825 ± 0.0014

7. b̄ 0.0152 ± 0.0008

8. λ 2.0597 ± 0.0646

9. r 2.7514 ± 0.0378

10. s 0.1299 ± 0.0099
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4.3 Model validation

After solving the optimization problems, the simulated andexperimental results

for three different data sets are compared for the heating value and molar frac-

tions of CO, H2 and CH4 as depicted in Figs. 4.7, 4.8 and 4.9.

Table 4.2 shows theL2 norm relative errors (Eq (4.25)) of experimental and

simulated results for both cases.

∥
∥e
∥
∥

2 =

∥
∥ŷ−y

∥
∥

2∥
∥y
∥
∥

2

(4.25)

wheree is the relative error of experimental (y) and simulated ( ˆy) heating

values.

Table 4.2: Relative error for experimental and simulated results of different pa-

rameters for three different data sets

% Relative error (Case a) % Relative error (Case b)

Parameter Data 1 Data 2 Data 3 Data 1 Data 2 Data 3

HV 4.81 7.93 5.96 15.92 7.55 18.07

mCO 37.53 41.59 13.36 89.65 69.5 214.98

mH2 10.83 14.95 19.16 17.69 17.25 14.80

mCH4 23.40 11.35 10.95 48.44 15.71 16.17

It can be observed in the results of Figs. 4.7, 4.8 and 4.9 that, in general,

there exists an inverse relationship between the flowrate and heating value. The

reason for such relationship has already been discussed in Section 3.4.

Moreover, it can be seen that the results forCase aare better than those of

Case b, which is due to the number of optimization variables in boththe cases.

The optimization problem inCase bcovers the full range of variables that are

affected by the uncertainty in coal and char ultimate analysis and inλ , while

Case aconsiders only the optimization of three input parameters for balancing

the coal pyrolysis reaction. It can also be seen that the relative error in case of
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Figure 4.7: Comparison between experimental and simulated results of Data 1

for both optimization cases (Case a: optimization using ten variables

and Case b: optimization using three variables)
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Figure 4.8: Comparison between experimental and simulated results of Data 2

for both optimization cases (Case a: optimization using ten variables

and Case b: optimization using three variables)

90



4. Optimization and Model Validation

0 2 4 6 8
2

2.5

3

3.5

Time (hr)
A

ir 
flo

w
 r

at
e 

(m
ol

es
/m

2 se
c)

(a) Flow rate of injected air (u).

0 2 4 6 8
2500

3000

3500

4000

4500

5000

Time (hr)

H
ea

tin
g 

va
lu

e 
(K

J/
m

3 )

 

 

HV
a

HV
b

HV
exp

(b) Heating value of the product gas (y).

0 2 4 6 8
0

5

10

15

20

25

30

Time (hr)

G
as

 m
ol

e 
fr

ac
tio

n 
(%

)

 

 

_ _ _Exp ___Case a  .....Case b

0.25×CO

H
2

2×CH
4

(c) Percentage molar fraction of gases.

Figure 4.9: Comparison between experimental and simulated results of Data 3

for both optimization cases (Case a: optimization using ten variables

and Case b: optimization using three variables)
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the gas molar fractions is higher than that of the heating value in both the cases.

This is because the objective of both the nonlinear programing problems is to

minimize the square of theL2 norm of the relative error betweeny andyexp.

4.4 Conclusion

In this chapter the computer model of UCG developed in Chapter 3is success-

fully validated against the UCG field tests conducted in the Block V of Thar coal

field. Before attempting the model validation, the uncertainties in coal and char

ultimate analysis, and steam to oxygen ratio at the reactionfront are catered by

formulating two different nonlinear programing problems.Despite the differ-

ences in the structure of the optimization problems, they both aim to minimize

the error between the measured and simulated heating values. The optimization

problems are solved using SQP algorithm and the results of the solved model

are compared with the UCG field test for both the optimization cases. The re-

sults show a good match between experimental and simulated heating value of

the product gas, especially for the more complete nonlinearprograming problem

which considers all the parameters affected by the aforementioned uncertainties.

However, the results for the molar fractions do not have a good similarity, which

is due to the choice of objective function. These results canbe improved by se-

lecting an objective function, which considers the minimization of the simulated

and experimental error for the molar fraction of the gases individually.

The control of UCG process in Chapter 5 requires the measurement of the

heating value alone, therefore, the deviation in the molar fractions of the gases

is not very critical for the UCG control system.
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The control of highly complex and nonlinear UCG process is a challenging

job. As the process occurs under the surface of the earth, so it is either impos-

sible or very expensive to measure all the important parameters of the process,

which further complicates the control design. The input of the UCG process is

the flow rate of the injected air and the heating value of the product gas is the

output. In this chapter a SMC algorithm is designed for a simplified model of an

actual UCG process in order to maintain a desired constant heating value. The

relative degree of the sliding variable is zero, because theinput is readily avail-

able in it. As the heating value is the only measurement available, the trivial

control design is not possible because of the unavailability of the measurement

of all the system’s states and various parameters. Therefore, the time derivative

of the control is selected as the system input, then the relative degree becomes

one and the conventional SMC may be implemented. This approach allows to

maintain the output at the desired level and provides insensitivity with respect

to different types of uncertainties. The stability of the zero dynamics is proved,

which ensures that the overall system is stable. The simulation results demon-

strate the robustness of the SMC design against the input disturbance and the

modeling inaccuracies.

The model simplifications and the control oriented model arepresented in

Section 5.1, the control problem is stated in Section 5.2, Section 5.3 details the

outline of the SMC design procedure, the analytical design of SMC is discussed

in Section 5.4, the solution of the closed system and simulation results are shown

in Sections 5.5 and 5.6 respectively and the chapter is concluded in Section 5.7.

5.1 Control oriented model of the UCG process

In order to make model based control of UCG possible, following assumptions

are considered in the UCG reactor model given in Section 3.1.
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5.1.1 Assumptions for the simplification of the model

5.1.1.1 Constant gas pressure

It is assumed that the pressure of the gas is constant along the length of the

reactor. If a well linked channel is established between theinjection and pro-

duction wells then the gas pressure does not drop significantly through the UCG

channel [58, 125].

5.1.1.2 Simplification of reaction rate equations

Only three chemical reactions are considered in the simplified model, which in-

clude coal pyrolysis, char oxidation and steam gasification. This approximation

is justified by the results shown in Fig. 3.6, where these three reactions domi-

nate the reaction zone. Moreover, these three reactions include all the gases and

solids considered in the model.

It is assumed that the total concentration of the gases near the reaction front

is the sum of the concentrations of H2O (g), N2 and O2: CT =
u+δ
vg0

, where

δ is the flow rate of the H2O (g) generated by water influx (mol/cm2/s). This

approximation simplifies Eqs. (3.13) and (3.14) forR2 andR3 respectively, be-

cause these reaction rates are only significant at the reaction front as shown in

Fig. 3.6. The steam gasification reaction rate in Eq. (3.14) is further simplified

by considering thatR3 occurs only in the forward direction asy4 >
y1y3

KE3
. The

modified reaction rates are given by Eqs. (5.1) and (5.2).

R2 =
vg0C7

u+δ
CR2 (5.1)

CR2 =

9.55×108kyρ2Pexp

(−22142
Ts

)

M2ky
√

Ts+9.55×108ρ2Pexp

(−22142
Ts

)
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R3 =
δ

u+δ
(5.2)

CR3 =

kyP2ρ2exp

(

5.052− 12908
Ts

)

P2exp

(

5.052− 12908
Ts

)

ρ2+kyM2

{

P+exp

(

−22.216+
24880

Ts

)}2

5.1.1.3 Simplification of the heating value

The heating value of the product gasy in Eq. (4.15) is rewritten in Eq. (5.3)

y= mCO(L)HCO+mH2 (L)HH2 +mCH4 (L)HCH4 +mCnHm (L)HCnHm (5.3)

mCi (L) = 100× Ci

C̃T

∣
∣
∣
∣
x=L

C̃T =
8

∑
i=1,i 6=4

Ci

Here it is desired to derive an explicit relationship between y andu. There-

fore the mass balance of gas in Eq. (3.3) is analytically solved for all the gases

except H2O (g). This is done by assuming that the velocity of gas phasevg does

not change with the length of the reactor, and we have the simplified gas phase

mass balance in Eq. (5.4).

dCi

dx
≈ 1

vg

3

∑
j=1

ai j Rj (5.4)

The above equation can be easily solved to yieldC1(L), C2(L), C3(L),

C5(L) andC8(L) which represent the concentrations of CO, CO2, H2, CH4 and

CnHm respectively atx = L. All the three reaction rates in Eqs. (3.12), (5.1)

and (5.2) do not depend on the concentrations of any of these gases, therefore,

the particular solution for the concentration of these gases is given by Eq. (5.5).
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∫ Ci(0)

Ci(0)
dCi (x) =

1
vg

3

∑
j=1

ai j

∫ L

0
Rjdx

Ci (L) =
1
vg

3

∑
j=1

ai j

∫ L

0
Rjdx (5.5)

whereCi (0) = 0, for the product gases.

The solution for the concentration of O2: C7 is obtained by using separation

of variables method [135], asR2 in Eq. (5.1) depends onC7

dC7

dx
=−

∣
∣a7,2

∣
∣

vg
R2

∫ C7(L)

C7(0)

1
C7

dC7 =−
∣
∣a7,2

∣
∣

u+δ

∫ L

0
CR2dx

C7(L) = 0.21
u
vg

exp

(

−
∣
∣a7,2

∣
∣

u+δ

∫ L

0
CR2

)

dx (5.6)

whereC7(0) = 0.21
u
vg

.

N2 is an inert gas and does not participate in any reaction, hence C7(L) =

C7(0)= 0.79
u
vg

. After substituting the concentrations of all the gases in Eq. (5.3),

an explicit relationship between the input and output of theUCG reactor model

is obtained, which is given by Eq. (5.10).

5.1.1.4 Miscellaneous assumptions

The parameters like heat transfer coefficienth, mass transfer coefficientky, total

gas phase heat capacityCg and the thermal conductivity of the solidsk given in

Section 3.1.2 are considered constant to simplify control design.

5.1.2 Simplified model of UCG reactor

The single input (u) and single output (y) model is comprised of three state

equations and an output equation (Eq. (5.10)). The state space of the UCG

reactor model is comprised of two first order PDEs, one each for the density of
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coal and char (Eqs. (5.7) and (5.8)) and one parabolic PDE forsolid temperature

(Eq. (5.9)).

∂ρ1

∂ t
=−M1R1 (5.7)

∂ρ2

∂ t
= M2

(∣
∣as2,1

∣
∣R1−R2−R3

)
(5.8)

∂Ts

∂ t
=

B
∂ 2Ts

∂x2 +h(T −Ts)−∆H1R1−∆H2R2−∆H3R3

(cp1ρ1+cp2ρ2)
(5.9)

y=
100

(

α
∫ L

0 R1dx+β
∫ L

0 R3dx
)

γ
∫ L

0 R1dx+η
∫ L

0 R3dx+ζ
∫ L

0 R2dx+0.79
u
vg

(5.10)

α =
1
vg

(a11H1+a31H3+a51H5+a81H8)

β =
1
vg

(a13H1+a33H3)

γ =
1
vg

(a11+a21+a31+a51+a81)

η =
1
vg

(a13+a33)

ζ =
a2,2

vg

whereRi ’s(ρ1,ρ2,Ts,u)with i = 1,2,3 are given by Eqs. (3.12), (5.1) and (5.2)

respectively. Moreover, the parameterB= (1−φ)k is a constant.

5.2 Problem statement

It is desired to design such a control system for the UCG process, which main-

tains the heating value at the desired level (yr ). The control problem should be

solved in the presence of modeling inaccuracies and external disturbance. The

flow rate of the steamδ acts as an input disturbance for the system, because,

asu determines the initial concentration of O2, the value ofδ sets initial value

of H2O (g) atx = 0. Despite the optimization ofλ in Section 4.2.3, there still

exists the possibility that the value ofδ may vary due to certain in-situ phenom-

ena, such as thermomechanical failure of the over burden or bulk collapse of the
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roof wall, etc. The value ofδ is unknown but it needs to be in a certain range

for the process to be operational [122, 123, 125]. Therefore, the control prob-

lem can be rephrased as to makey= yr , in the presence of external disturbance

δ and modeling inaccuracies. Due to the fact thaty is the only measurement

available [122, 125], the job of the control system design becomes even more

challenging.

5.3 Outline of the design procedure

1. The sliding variables is selected, such that sliding mode has desired prop-

erties. In arbitrary finite dimensional system with statex ∈ ℜn, sliding

mode appears if valuess(x) andṡ(x) have different signs. It means ˙s(x)

should depend on discontinuous control.

2. Discontinuous control is selected to enforce sliding mode based on the

above condition:s(x) andṡ(x) should have different signs.

3. Analysis of zero dynamics.

5.4 Control design

The schematic of the UCG control system is shown in Fig. 5.1. The controller

computesu based on the values ofy andyr . The dynamics of actuator (control

valve) is ignored. The gas analyzer which measures the molarfraction of the

gases and computes the heating valuey is replaced by Eq. (5.3). As the response

time for the gas analyzer is only 15 s, which is quite smaller as compared to the

characteristics time for solid and gases, therefore its dynamics are ignored.

5.4.1 Selection of sliding variable

The sliding variable is selected in order to keep the heatingvalue at a desired

constant level.
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Figure 5.1: UCG reactor model with SMC

s= yr −y (5.11)

In order to meet the desired objective we needs= 0 =⇒ y= yr , and then

control can be designed by substituting Eq. (5.10) in Eq. (5.11)

100
[

α
∫ L

0 R1dx+β
∫ L

0 R3dx
]

γ
∫ L

0 R1dx+η
∫ L

0 R3dx+ζ
∫ L

0 R2dx+0.79
u
vg

= yr (5.12)

σ1+σ2
δ

u+δ
−σ3

u
u+δ

−σ4u= 0

u2σ4+u(−σ1+σ3+δσ4)−δ (σ1+σ2) = 0

u1 =
−b+

√
b2−4ac

2a

u2 =
−b−

√
b2−4ac

2a

where,

a= σ4

b=−σ1+σ3+δσ4

c=−δ (σ1+σ2)

σ1 = (100α − γyr)
∫ L

0
R1dx

σ2 = (100β −ηyr)
∫ L

0
CR3dx

σ3 = 0.21ζyr

∫ L

0
CR2dx

σ4 = 0.79
yr

vg
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whereu1 andu2 are real as
√

b2−4ac> 0, also
√

b2−4ac> b & a> 0 ∀t,

and only valid solution isu1, because the molar flow rate of the air can not be

negative.

However, the trivial control design is not realizable, because the right hand

side ofu1 contains state variables and miscellaneous process parameters which

are not measurable. So we try to overcome this problem by enforcing sliding

mode and inserting integrator in the input, such that ˙u= ν andν =−κ sign(s) , κ ∈
R+. Therefore, ˙sdepends on discontinuous controlν . Now we need to find time

derivative of the sliding variable in the form ˙s= νφ +θ , whereφ andθ are state

functions.

ṡ= ẏr − ẏ (5.13)

ẏ=
100
D2

(
DṄ−NḊ

)

where,

N = α
∫ L

0
R1dx+β

∫ L

0
R3dx

D = γ
∫ L

0
R1dx+η

∫ L

0
R3dx+ζ

∫ L

0
R2dx+

0.79
vg

u

Ṅ = α
∫ L

0
Ṙ1dx+β

∫ L

0
Ṙ3dx

Ḋ = γ
∫ L

0
Ṙ1dx+η

∫ L

0
Ṙ3dx+ζ

∫ L

0
Ṙ2dx+

0.79
vg

u̇

where,

Ṙ3 =

(
δ

u+δ

)

˙CR3+CR3
d
dt

(
δ

u+δ

)

=

(
δ

u+δ

)

˙CR3+
CR3

(u+δ )2

(

uδ̇ −δ u̇
)

Ṙ2 = 0.21
d
dt

(
uCR2Eu

u+δ

)

= u̇ω +ψ
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where,

Eu = exp

(

−
∣
∣a7,2

∣
∣

u+δ

∫ L

0
CR2dx

)

ω =

∣
∣a7,2

∣
∣uCR2Eu

∫ L
0 CR2dx

4.762(u+δ )3 +
δEu

∫ L
0 CR2dx

4.762(u+δ )2

ψ =
uEuδ̇CR2

∫ L
0 CR2dx

4.701(u+δ )3 − uEuδ̇CR2

4.762(u+δ )2 +
uEu ˙CR2

4.762(u+δ )

By substituting ˙yr = 0 (yr is constant) and ˙y in Eq. (5.13), the closed form

expression for ˙s takes the desired form

ṡ= νφ +θ , u̇= ν (5.14)

where,

φ = 100
Nϕ
D2

θ =
100
D2 [N(ϑ1+ϑ2)−Dϑ3]

where,

ϕ =
0.79
vg

+

∫ L
0 CR3dx

(u+δ )2 (β −δ )+ζ
∫ L

0
ωdx

ϑ1 =
∫ L

0
Ṙ1dx(γ −α)+ζ

∫ L

0
ψdx

ϑ2 =
η

(u+δ )

[

uδ̇
∫ L

0 CR3dx
(u+δ )

+δ
∫ L

0
˙CR3dx

]

ϑ3 =
β

(u+δ )

[

uδ̇
∫ L

0 CR3dx
(u+δ )

+δ
∫ L

0
˙CR3dx

]

The functionφ = 100
Nϕ
D2 > 0,∀t ≥ 0, becauseN, D andϕ in Eqs. (5.13)

and (5.14) depend uponR1, R2, R3, u, δ and vg which are always positive.

Moreover, the constantsα, β , γ, η andζ in Eq. (5.10) are also positive and

β >> δ in ϕ. The functionφ (t) is bounded byΦl andΦu such that: 0< Φl ≤
φ (t)≤ Φu, andθ (t) is upper bounded byΘu:

∥
∥θ (t)

∥
∥≤ Θu.
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As φ (t) > 0,∀t ≥ 0, therefore sliding mode can be enforced by selecting a

suitable value of discontinuous controller gainκ

5.4.2 Enforcing sliding mode

In order to prove the existence of sliding mode a positive definite Lyapunov

function is chosen, which is given by Eq. (5.15).

V =
1
2

s2 > 0 (5.15)

The time derivative ofV is given by Eq. (5.16).

V̇ = sṡ

= s(νφ +θ)

= s(−κ sign(s)φ +θ)

≤
∣
∣s
∣
∣(−κΦl +Θu) (5.16)

If κ =
τ +Θu

Φl
with τ ∈R+, then the time derivative of the Lyapunov function

is negative definite (Eq. (5.17)), and sliding mode exists.

V̇ ≤−τ
∣
∣s
∣
∣< 0 (5.17)

Even more, sliding mode occurs after a finite time interval [115], and the

main control problem is solvable.

5.4.3 Stability of the zero dynamics

The relative degreer of sliding variables is zero, becauseu is readily available in

s. Therefore, all the state equations in Section 5.1.2 constitute the zero dynamics

of the system withu = u1 (Eq. (5.12)), which makess= 0 [116]. After the
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establishment of sliding mode it is mandatory to check whether the motion of

the system called zero dynamics is stable.

The zero dynamics are comprised of following set of equations, aftert ≥
tss whens= 0. The Eqs. (5.18), (5.19) and (5.20) are obtained by replacing

Ri (ρ1,ρ2,Ts,u) by R̃i
(
ρ̃1, ρ̃2, T̃s,u1

)
in Eqs. (5.7), (5.8) and (5.9).

∂ ρ̃1

∂ t̃
=−M1R̃1 (5.18)

∂ ρ̃2

∂ t̃
= M2

(∣
∣as2,1

∣
∣R̃1− R̃2− R̃3

)
(5.19)

∂ T̃s

∂ t̃
=

1
Cs

[

B
∂ 2T̃s

∂x2 +h(T − T̃s)−Hs

]

(5.20)

where,

Cs = cp1ρ̃1+cp2ρ̃2

Hs =−
∣
∣q1
∣
∣R̃1−

∣
∣q2
∣
∣R̃2+

∣
∣q3
∣
∣R̃3

wheret̃ = t − tss andHs is the heat source generated from the chemical re-

actions. Since coal pyrolysis and char oxidation reactionsare exothermic in

nature, hence there heat of reaction is negative [122].

The boundedness of the zero dynamics is investigated in the subsequent

paragraphs.

The solution of Eq. (5.18) is given as:

ρ̃1(t̃,x) =Cexp(−5E3t̃) (5.21)

where,

C(x) = ρ̃1(0,x)

E3(x)≤ exp







−6039

max
t̃≥0

T̃s(t̃,x)
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It is important to note that for 0< T̃smin ≤ T̃s(t̃,x) ≤ ∞, the distribution

ρ̃1(0,x) exponentially decays with time.

In order to evaluate the boundedness ofρ̃2 andT̃s, it is important to show that

R̃1, R̃2, R̃3 andu1 are bounded. The Eqs. (3.12), (5.1) and (5.2) show that the

reaction rates are dependent onρ̃1, ρ̃2 andT̃s. It has been proved in Eq. (5.21)

thatρ̃1 is stable, which also implies the stability ofρ̃2, becausẽρ1 is decomposed

by coal pyrolysis reaction to yield̃ρ2 and product gases, therefore, for law of

conservation of mass to hold:

max
0≤x≤L

t̃≥0

ρ̃2(t̃,x)< max
0≤x≤L

t̃≥0

ρ̃1(t̃,x)

Now it can be inferred from Eqs. (3.12), (5.1) and (5.2) that for any T̃s:

0 < T̃smin ≤ T̃s(t̃,x) ≤ ∞, the reaction rates are bounded. The inputu1 is also

bounded as it is the function of the reaction rates (Eq. (5.12)).

Th complete solution of Eq. (5.19) is found by rewriting it inthe following

form, which is obtained by substituting Eqs. (5.1) and (5.2)in Eq. (5.19).

∂ ρ̃2

∂ t̃
+ ρ̃2ξ = χ (5.22)

where,

χ(x)≤
∣
∣as2,1

∣
∣M2R̃1

∣
∣
max
t̃≥0

Ts(t̃,x)

ξ (x)≤
(

0.21u1ẼuΠ1

δ +u1
+

δΠ2

δ +u1

)
∣
∣
∣
∣
∣
max
t̃≥0

Ts(t̃,x),U1,∆

Π1 =

9.55×108Pexp

(−22142

T̃s

)

ky

M2ky

√

T̃s+9.55×108ρ2Pexp

(−22142

T̃s

)

Π2 =
kyP2Ẽ1

P2Ẽ1ρ2+kyM2
(
P+ Ẽ2

)2
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Ẽu = exp

(

−
∣
∣a7,2

∣
∣

u1+δ

∫ x

0
˜CR2dx

)

where 0< u1 ≤ U1, 0 < δ ≤ ∆, Ẽ1 = E1(T̃s), Ẽ2 = E2(T̃s) and ˜CR2 =

CR2(T̃s). The parametersCR2, E1 andE2 are given in Eqs. (5.1) and (5.2).

Now (5.22) can be solved as a linear PDE.

Let, ϖ (t̃) = exp

(∫

ξ d̃t

)

∂ ρ̃2

∂ t̃
ϖ (t̃)+ϖ (t̃) ρ̃2ξ = χϖ (t̃)

∫
d

d̃t
[ρ̃2exp(ξ t̃)] d̃t = χ

∫

exp(ξ t̃)d̃t

ρ̃2(t̃,x) =
χ (t̃,x)
ξ (t̃,x)
︸ ︷︷ ︸

S1

+Cexp[−ξ (t̃,x) t̃]
︸ ︷︷ ︸

S2

(5.23)

where,

C(x) =

[

ρ̃2(0,x)−
χ (0,x)
ξ (0,x)

]

Before investigating the solution of̃ρ2(t̃,x) in (5.23), a brief description of

the reaction zone [122] within the UCG reactor is mandatory. The reaction zone

Ω is a region along the length of the reactor, where all the chemical reactions

occur, whenρ̃1, ρ̃2 > 0 then: x = 0 < xr ≤ Ω ≤ xp < x = L. The boundary

of Ω towardsx = L is xp which represents thepyrolysis front, whereasxr to-

wardsx = 0 corresponds to thereaction front. The pyrolysis reaction occurs

in the proximity ofxp with rateR̃1, yielding char and product gases. The char

produced by pyrolysis reaction spans wholeΩ. The region beyondxp contains

unreacted coal, while the region beforexr contains ash produced from the burnt

coal and char. The values of̃R2 andR̃3 are only significant nearxr , becausẽTs

has its maximum value here.

Now it can be inferred from (5.23) that̃ρ2 is produced nearxp with rate
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determined byS1. Theρ̃2 is consumed bỹR2 andR̃3 nearxr as suggested byS2.

The reaction zoneΩ moves towardsx = L with time, as the coal and char are

continuously consumed by the reactants: O2 and H2O (g). Therefore, when all

the coal is consumed in the reactor then production ofρ̃2 is ceased and it is only

consumed aroundxr :

ρ̃2(t̃,x) =

[

ρ2(0,x)−
χ (0,x)
ξ (0,x)

]

exp(−ξ t̃)

The heat equation in (5.20) can be rewritten as:

Cs
˙̃Ts = BT̃s

′′−hT̃s+hT(x)+Hs (5.24)

with,

T̃s(0,x) = T̃s0(x)

T̃s
′
(t̃,0) = T̃s

′
(t̃,L) = 0

where ˙̃Ts =
∂ T̃s

∂ t̃
, T̃s

′
=

∂ T̃s

∂x
andT̃s

′′
=

∂ 2T̃s

∂x2 .

The solution of Eq. (5.24) is acceptable if it is not unstable, strictly speaking

we need to show that the solution is bounded. Formally speaking we have to

deal with the analysis of a complex nonlinear system, sinceHs depends oñTs.

But as it has been shown previously that all the reaction ratesare bounded for

any value ofT̃s, henceHs is also bounded. Therefore, our problem may be

reformulated in the following way. It should be shown that solution to the linear

PDE:

˙̃Ts =
1
Cs

[

BT̃s
′′−hT̃s+hT(x)+G (t̃,x)

]

(5.25)

where,
∣
∣G (t̃,x)

∣
∣≤ G0, G0 ∈ ℜ+
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can be represented in the following form:

T̃s = ∆T̃s+ T̃sx+ T̃sd (5.26)

where∆T̃s corresponds to the solution without the inputsT(x) andG , T̃sx is

the forced component defined byT(x) andT̃sd is the forced part which depends

on the disturbanceG (t̃,x).

The boundedness of all the solution components in Eq. (5.26)is investigated

independently.

Consider the homogeneous heat equation:

Cs∆ ˙̃Ts = B∆T̃s
′′−h∆Ts (5.27)

with,

∆T̃s(0,x) = ∆T̃s0(x)

∆T̃s
′
(t̃,0) = ∆T̃s

′
(t̃,L) = 0

The stability of Eq. (5.27) is investigated by the positive definite Lyapunov

functional:

V =
1
2

∫ L

0
Cs∆T̃s

2dx> 0 (5.28)

The time derivative ofV is given as:

V̇ =
∫ L

0
∆T̃sCs∆ ˙̃Tsdx

︸ ︷︷ ︸

V̇1

+
1
2

∫ L

0
∆T̃s

2Ċsdx
︸ ︷︷ ︸

V̇2

(5.29)
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where,

V̇1 = B
∫ L

0
∆T̃s

(

∆T̃s
′
)′

dx−h
∫ L

0
∆T̃s

2dx

=−B
∫ L

0

(

∆T̃s
′
)2

dx−h
∫ L

0
∆T̃s

2dx< 0

V̇2 =
1
2

∫ L

0
∆T̃s

2(cp1 ˙̃ρ1+cp2 ˙̃ρ2
)

dx

=−
(
M1cp1−

∣
∣as2,1

∣
∣cp2M2

)

2

∫ L

0
R̃1∆T̃s

2dx

− M2cp2

2

∫ L

0
∆T̃s

2(R̃2+ R̃3
)

dx< 0

whereM1cp1 >
∣
∣as2,1

∣
∣cp2M2.

As the time derivative of the Lyapunov functional in Eq. (5.29) is strictly

negative, hence∆T̃s is asymptotically stable.

The following boundary value problem is solved to yieldT̃sx

BT̃s
′′
x −hT̃sx+hT(x) = 0 (5.30)

T̃s
′
x(t,0) = T̃s

′
x(t,L) = 0

The gas temperatureT(x) is obtained by solving the linear ODE in Eq. (3.4)

T(x) = T(0)exp(−λx)+λ
∫ x

0
exp{−λ (x−X )}T̃s(X )dX (5.31)

whereλ =
h

vgCg
is a constant

Eq. (5.30) can be rewritten in the following form by substituting h(T− T̃s) =

−vgCgT ′ from Eq. (3.4)

BT̃s
′′
x −vgCgT ′ = 0 (5.32)

By differentiating Eq. (5.31) with respect toxand substitutingT ′ in Eq. (5.32)

yields the nonhomogeneous boundary value problem:
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BT̃s
′′
x −hT̃sx =−Λexp(−λx) (5.33)

whereΛ = h
[
T(0)+ T̃s(0,0)

]
is a constant

The overall solution of Eq. (5.33) is:̃Tsx = T̃sc+ T̃sp. The complementary

solutionT̃sc is obtained by solving the following equation:

BT̃s
′′
x −hT̃sx = 0 (5.34)

The characteristic polynomial for the second order ODE is:r2 − h
B

= 0,

which yieldsr =±
√

h
B

. The general form of̃Tsc is given as:

T̃sc =C1exp

(√

h
B

)

+C2exp

(

−
√

h
B

)

(5.35)

After incorporating the boundary conditions,T̃sc = 0, asC1 =C2 = 0.

Let the particular solution be:̃Tsp = A exp(−λx). Now by substitutingT̃sp

in Eq.(5.33) the value of constantA is obtained

BA λ 2exp(−λx)−hA exp(−λx) =−Λexp(−λx)

A =− Λ
λ 2B−h

(5.36)

The solutionT̃sx is given as:

T̃sx =− Λ
λ 2B−h

exp(−λx) (5.37)

Therefore, the forced responseT̃sx due toT(x) is also bounded.

As the disturbanceG in Eq. (5.24) is bounded, therefore,T̃sd is also bounded.

The boundedness ofT̃sd can be shown if it is represented in the modal form [136].
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All the solution components of Eq. (5.26) are bounded, therefore,T̃s stays bounded

throughout the process of gasification.

The results in (5.21), (5.23) and boundedness ofT̃s show that the zero dy-

namics of the UCG process are bounded and SMC design is valid.

5.5 Numerical solution of the closed loop system

The process of UCG is solved in two modes: ignition for firstt0 s and then gasi-

fication fort > t0. The purpose of the ignition is to heat up the coal seam so that

it could become conducive to the gasification reactions. Thedetail description

of the solution of the UCG reactor is given in Section 3.2, but,in order to keep

the interest of the reader a brief description of the solution strategy is given in

Table 5.1. However, the main objective of Table 5.1 is to showthat how does

the control input interacts with the system.

The UCG system is operated in open loop for 0≤ t < tcl with the inputuol,

and for t ≥ tcl the operation is closed loop with the flow rateu. Actually the

controller is brought in to the loop after the transients of the ignition phase are

settled down.

The differential equation: ˙u=−κ sign(s) is numerically solved in Eq. (5.38)

using the forward difference method [120] withu(tcl) = uol.

u(t +dt) =−κ sign{s(t)}dt+u(t) (5.38)

wheredt is the sampling time for the numerical solution.

The control input determines the concentration of the O2 and N2 at x = 0

required to obtain the desired heating value atx = L. One part of the input

directly effects the output as the inert gas N2 does not participate in any chemical

reaction and the other part influences the heating value through the UCG process

model.
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Table 5.1: Solution of the closed loop system

1. Input all the model parameters

2. Initialize the solid subsystem (Eqs. (3.1) and (3.2)):ρi (0,x) = ρi0 (x)

andTs(0,x) = Ts0 (x)

3. Solve gas equations: Eqs. (3.3), (3.4), (3.5) and (3.7) toyield the initial

distributions with following inlet boundary conditions:

Ci (0) =

[

0 0 0 0 0
0.79uol

vg0

0.21uol

vg0

0
]

, T (0) = T0, vg(0) =

vg0 andP(0) = P0

4. Iterative loop for time

• Solve the solid equations for new time.

• Solve the gas equations to yield updated distributions of the solution

variables with same values atx= 0 in step 3, except:

C4(0) =







0, if 0 ≤ t ≤ t0

δ
vg0

, if t > t0

[

C6(0) C7(0)
]

=







uol

vg0

[

0.79 0.21
]

if 0 ≤ t < tcl

u(t +dt)
vg0

[

0.79 0.21
]

if t ≥ tcl

5. Update time:tn+1 = tn+dt

6. Stop ift = tend, else go to step 4

5.6 Simulation results

This section presents some simulation results for the closed loop system. For

simulationstcl = 1 hr,dt = 10 s and the controller gainκ = 2×10−8. The simu-

lations are performed on actual model of the UCG process givenin Section 3.1.

The control effort in Fig. 5.2 dragsy to yr (Fig. 5.3). As discussed in Sec-

tion 3.4 that a critical amount of steam is required for the process of UCG to

exist, otherwise the starvation or flooding of the UCG cavity can occur. The
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profile of δ used for evaluating the robustness of the SMC algorithm is shown

in the Fig. 5.4. Despite the variation inδ the controller successfully keeps the

output at its desired level. The increase inδ increases the production of syn-

gas and hencey. The controller reacts to the situation by increasingu which

provides more O2 for char oxidation reaction, and results in higher concentra-

tion of CO2, which decreasesy by reducing the molar fractions of CO and H2.

Moreover, increasingu produces more moles of N2 which directly decreasesy.

Similarly whenδ decreases, the controller also reduces the moles of air entering

the reactor to increasey.
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Figure 5.2: Control effort with time
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Figure 5.3: Output of the UCG process with time
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Figure 5.4: Disturbance with time

114



5. Controller Design

1 3 5 7 9 11 13 15 17 19
−100

0

100

200

300

400

500

600

700

Time (hr)

s 
(K

J/
m

3 )

 

 
Sliding surface (y

r
−y)

9 9.5 10
−10

0

10

Figure 5.5: Sliding variable with time

The sliding variables is shown in Fig. 5.5. In reaching phase:s 6= 0, the

controller dragsy to the sliding manifold in the presence ofδ and modeling

uncertainties. While the design ofs keepsy = yr during the sliding motion:

s= 0. The chattering phenomenon can also be seen in the zoomed view of

Fig. 5.5, which is produced due to finite sampling frequency of discretization:

fs = 1/dt = 0.1 hz and modeling inaccuracies.

The solutions of the states of the UCG process are shown in Figs. 5.6, 5.7

and 5.8. The results are shown for 19 hrs and 400 cm, because during this time

the coal bed is approximately consumed up to 350 cm.
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Figure 5.6: Coal density distributions with length at different simulation times
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Figure 5.7: Char density distributions with length at different simulation times
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Figure 5.8: Solid temperature distributions with length atdifferent simulation

times

Fig. 5.6 shows that the magnitude of the coal density distribution is de-

creasing with time, which justifies the solution for the massbalance of coal in

Eq. (5.21). It can also be noticed that the distribution of coal density is pushed

towardsx= L with time.

The magnitude of theρ2 distribution is increasing with time (Fig. 5.7) due to

the coal pyrolysis reaction, but this increase lessens asρ1 decreases. It can also

be observed that the width of the reaction zoneΩ is also widening with time.

The char density is consumed byR2 andR3 near the reaction front.

Fig. 5.8 shows that theTs distributions have higher values inΩ. All the

chemical reactions occur within this region, beyond this region the temperature

is not high enough to support any chemical reaction. A high value of temper-

ature is maintained within the reaction zone by the exothermic nature of coal

pyrolysis and char oxidation reactions. Therefore, when all of the coal and char

is consumed then there is no more fuel to be burnt, and the temperature will at-

117



5. Controller Design

tain its lowest possible value determined by the respectiveboundary conditions.

The boundedness of the zero dynamics proved in Section. 5.4.3 can also be

verified from the results in Figs. 5.6, 5.7 and 5.8.

5.7 Conclusion

SMC successfully maintains the desired heating value of theproduct gas mix-

ture. The gain of the SMC is found by knowing the bounds of the auxiliary

functions of the process variables. However, this methodology is applicable if

in addition to tracking, the problem of stability is also solved. In our case it

should be shown that so called zero dynamics are governed by aset of PDEs.

For the mass balance equations, solutions were found analytically, whereas the

boundedness of the heat equation was proved. The selected value of the con-

troller gain also compensates for the input disturbance andthe modeling ap-

proximations made for analytical control design. The simulation results show

the success of the SMC algorithm.

The implementation of the designed SMC on the actual UCG site will hope-

fully further validate its effectiveness.
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In this research work a computer model is developed for the underground

gasification of Block V of the Thar coal field. The 1D packed bed model of the

UCG process incorporates the mathematical equations of [39]with the proper-

ties of the Lignite B coal and the operating conditions for Thar UCG setup. The

numerical solution of the model is carried out by incorporating a pseudo steady

state approximation, which replaces gas phase PDEs with ODEs with respect to

the length of the reactor. This approximation assumes that the concentration of

the gases attain steady before any significant change occursin the densities of

coal and char. The large differences in the characteristicstimes for the burning

of coal and the velocity of gases justify the pseudo steady state approximation.

The PDEs for the densities of coal and char and solid temperature are solved by

finite difference method, while the gas phase ODEs are simultaneously solved

as a boundary value problem, marching from inlet to outlet. The solution of the

model demonstrates its effectiveness. The simulation results show that the so-

lution of the model is capable of providing space and time profiles for different

physical quantities, such as, coal and char densities, concentration and molar

fractions of different gases, rate of different chemical reactions and solid and

gas temperatures. A detailed parametric study is also carried out for the model

solution, which shows that the composition of the product gas is sensitive to

various coal properties and operating conditions.

The parametrization of a complex process like UCG is a formidable job,

which includes a large number of physical and chemical properties of coal, dif-

ferent operating conditions and various in-situ phenomena. In order to deter-

mine the composition of coal and char, the ultimate analysisof their samples

is carried out. The results of the ultimate analysis are prone to uncertainty,

because the measurements are obtained from different coal samples, which go

through different handling procedures before they are analyzed. Therefore, to

cater for the uncertainty in the results of the ultimate analysis two different non-

linear programing problem are formulated, which aim to minimize the square

of the relativeL2 norm error between experimental and simulated heating val-
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ues. The field trial of UCG is carried out by UCG project thar, which involves

the gasification of a single coal seam. The heating value is calculated by the

measurements of the molar fraction of different gases provided by the gas ana-

lyzer. After optimization, the results of the solved model are compared with the

experimental data, which shows a good match for the heating value.

In order to increase the efficiency of the UCG process, a SMC is designed

which maintains a desired constant heating value over a longer period of time.

The model based control of UCG process is a very challenging job due to var-

ious factors, which include: highly nonlinear nature of various physical and

chemical phenomena, strong coupling between the model equations, infinite di-

mensional nature of the system and unavailability of the measurement of sys-

tem states. Apart from these issues, the process of UCG is verysensitive to the

underground environment. In order to synthesize the controller analytically, a

control oriented model of the process is developed which bears certain assump-

tions. The SMC is considered for the process as it offers robustness against

parametric variations and external disturbances. As the relative degree of the

sliding variable is zero, so the trivial solution is to derive an expression for the

control input algebraically, but this strategy is not feasible as the right hand side

of the control input equation depends upon the unmeasured states. Therefore,

the conventional SMC is implemented by adding an exogenous input, which is

the derivative of the actual control signal. By doing so the relative degree of the

sliding variable becomes one with respect to the exogenous input and then SMC

is enforced by selecting a suitable value of the discontinuous gain. The synthe-

sized controller is then implemented on the actual model of the UCG process.

The simulation results show that despite the modeling uncertainties and external

disturbance the controller keeps the heating value at the desired level.

6.1 Future Work

There are three major contributions of the thesis: development of the computer

model of the UCG process, estimation of the uncertain parameters and the SMC
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design for the process. The following present some improvements which can

further increase the effectiveness of these contributions.

6.1.1 Improved computer model of the UCG process

The computer model developed in Chapter 3 bears certain assumptions in or-

der to simplify its solution. The accuracy of the model can beincreased by

incorporating following effects:

• The mass and energy balances of solids and gases can be extended from

1D to 2D or 3D.

• The effect of the cavity growth due to chemical reactions, thermomechan-

ical failure and bulk collapse needs to be incorporated in the model.

• There is a need to include all the modes of intraphase and interphase heat

transfer in the model.

• The interaction of the surrounding in-situ environment with the UCG re-

actor cavity needs to be included in the model. This can be achieved by

incorporating submodels for water influx and heat and mass loss to the

external environment.

However, the incorporation of the above mentioned improvements increases

the complexity of model analysis, numerical solution, parameter estimation and

control of the process. The complexity associated with the numerical solution

is two fold, the discretization of 3D PDEs is not trivial and the computational

cost of the software for solving these equations also increases. Therefore, the

accuracy of the model needs to be compromised depending uponthe application

of the process model.

6.1.2 Improvement in parameter estimation

The parameter estimation is carried out by formulating the nonlinear program-

ing problems in Chapter 4. These nonlinear programs can be improved by con-
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sidering the following modifications:

• Apart from the coal and char composition parameters, a largenumber of

other parameters also effect the heating value of the product gas. As the

process occurs under the surface of the Earth, therefore, itis not possible

to measure most of these parameters accurately. Hence, a large number

of parameters can be optimized by solving the nonlinear programs.

• The sampling frequency of the experimental data needs to be increased,

this can help in further minimization of the cost function.

• As the simulation results in Chapter 4 show that the difference between

experimental and simulated molar fraction of the gases is large as com-

pared to the heating value. Therefore, different weights can be assigned

to the molar fractions of the gases which constitute the heating value. In

this way more emphasis is given to the important gases.

The accuracy of the parameter estimation also increases thecomputational

cost, as the objective function is computed after the UCG model is solved.

6.1.3 Implementation of SMC on the actual UCG site

The SMC designed for the UCG process in Chapter 5 is tested on themathemat-

ical model. Therefore, the controller needs to implementedon the actual UCG

process.
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