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ABSTRACT

Modeling and Control of Underground Coal Gasification

Pakistan is going through an acute energy crisis despite being blessed by huge energy
potential. Pakistan has approximately 185 billion tonnes of coal, of which 175 billion
tonnes of Lignite B is located in Thar. The most suitable technology to harness the
potential of the Thar coal reservoirs is the underground coal gasification (UCG), which
involves the underground conversion of coal in to synthetic gas that can be used in
numerous industrial applications. Therefore, the planning commission of Pakistan
allocated the Block V of Thar coal field to UCG project Thar, in order to setup a pilot
project. This research work deals with the modeling and control of Thar coal gasifier.

In this research work a computer model is developed for the underground gasification
of Block V of the Thar coal field. The numerical solution of the model is carried out by
incorporating a pseudo steady state approximation, which replaces gas phase PDEs with
ODEs with respect to the length of the reactor. This approximation assumes that the
concentration of the gases attain steady steady before any significant change occurs in
the densities of coal and char. The PDEs for the densities of coal and char and solid
temperature are solved by finite difference method, while the gas phase ODEs are
simultaneously solved as a boundary value problem, marching from inlet to outlet. The
simulation results show that the solution of the model is capable of providing space and
time profiles for different physical quantities, such as, coal and char densities,
concentration and molar fractions of different gases, rate of different chemical reactions
and solid and gas temperatures. A detailed parametric study is also carried out for the
model solution, which shows that the composition of the product gas is sensitive to

various coal properties and operating conditions.

The parametrization of a complex process like UCG is a formidable job, which includes
a large number of physical and chemical properties of coal, different operating
conditions and various in situ phenomena. In order to determine the composition of coal
and char, the ultimate analysis of their samples is carried out. The results of the ultimate
analysis are prone to uncertainty, because the measurements are obtained from different

coal samples, which go through different handling procedures before they are analyzed.



Therefore, in order to cater for the uncertainty in the results of the ultimate analysis two
different nonlinear programing problems are formulated, which aim to minimize the
square of the relative L2norm error between experimental and simulated heating values.
The field trial of UCG is carried out by UCG project Thar, which involves the
gasification of a single coal seam. The heating value is calculated by the measurements
of the molar fraction of different gases provided by the gas analyzer. After optimization,
the results of the solved model are compared with the experimental data, which show a

good match between experimental and simulated heating values.

In order to increase the efficiency of the UCG process, a SMC is designed which
maintains a desired constant heating value over a longer period of time. In order to
synthesize the controller analytically, a control oriented model of the process is
developed which bears certain assumptions. The SMC is considered for the process as
it offers robustness against parametric variations and external disturbances. As the
relative degree of the sliding variable is zero, so the trivial solution is to derive an
expression for the control input algebraically, but this strategy is not feasible as the right
hand side of the control input equation depends upon the unmeasured states. Therefore,
the conventional SMC is implemented by adding an exogenous input, which is the
derivative of the actual control signal. By doing so the relative degree of the sliding
variable becomes one with respect to the exogenous input and then SMC is enforced by
selecting a suitable value of the discontinuous gain. The synthesized controller is then
implemented on the actual model of the UCG process. The simulation results show that
despite the modeling uncertainties and external disturbance the controller keeps the

heating value at the desired level.
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CHAPTER 1

Introduction



1. Introduction

The process of underground coal gasification (UCG) involwegbnversion
of coal in to a useful synthetic gas or syngas, which can be ase source of
energy or a chemical feedstock. The process of UCG occurg timelsurface
of the earth where the coal seam is located. Due to the adVerhan coal

technologies, UCG can be used as a clean source of energy.

This chapter generally builds up the motivation for the utadeen research
work and highlights its contributions. The importance oékcm the world’s
energy mix is explored in Section 1.1, while the fundament&lUCG process
and its importance in the energy crisis of Pakistan are dsaliin Sections 1.2
and 1.3 respectively. The contributions of the researchkwand the structure of

the thesis are presented in Sections 1.4 and 1.5 respgctivel

1.1 Contribution of coal in the world’s energy mix

The World’s overall energy consumption in the year 2014 was@ximately
129284 millions of tonnes oil equivalent (MTOE) [1]. The contriioon of var-
lous energy resources in the World's energy mix is shown biela.1, of which
the share of fossil fuels is approximately 86%. The majoraatlkges of coal
over its fossil counter parts are its relative abundancel@andand stable cost.
Moreover, the deposits of coal are distributed far more gvewver the globe
as compared to the reserves of oil and gas [2, 3]. Accordird]tthe total
global reserves of oil, coal and natural gas a@88 billion barrels, 186 trillion
m® and 892 billion tonnes respectively. By considering the enirsupply and
demand of the fossil fuels it is expected that oil and natgsal will reach ex-
tinction in years 2067 and 2069 respectively [1], wherdascbal reserves will

be exhausted in 113 years.

Coal was first mined in Europe as early aghl8entury, but it has been
used as a source of energy for approximately 3 millenniumsring the in-
dustrial revolution in the 18 century it became an important source of en-
ergy. The biggest challenge for the coal industry was thér@mmental pol-

lution caused by the combustion of coal, which produced esiof sulfur and

2
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Table 1.1: World’s energy consumption by fuel type in 2014

Fuel type Share (mtoe) Share (% of total
0] 4211.1 32.57

Fossil Coal 3881.8 30
Natural gas| 3065.5 23.7
Hydro 879 6.8

Other Nuclear 574 4.44
Renewables 316.9 2.45

nitrogen (N), and carbon dioxide (C£). The detrimental impact of coal com-
bustion on the air and water quality was addressed by thenad¥elean coal
technologies which allow the removal of harmful gases l®fduring and after
the burning of coal [2]. Coal has become the leading fuel inpfeeluction of
electricity [1], due to the introduction of integrated dasition combined cycle
(IGCC), a clean coal technology [4-10]. In IGCC coal gasificatfintegrated
with the combined cycle turbine. Gasification is a partiaidation of coal,
which produces gases that preserve there heat of combusttbe maximum
extent. Therefore, gases coming out of a gasifier can be twongroduce en-
ergy [11, 12]. The high operating pressure of the gasifiogtimcess makes the
separation of the harmful contaminents easier from usefoibustible gases,
which act as a fuel for the highly efficient combined cyclébtnes to generate

electric power [8].

Coal can be chemically converted to useful syngas either byygag it on
surface or by using UCG technology. In surface gasificatierctial is initially
mined, purified and then gasified in a specially designed blearat a specific
operating pressure to recover low (100 to 200 Byffir air blown gasifiers) to
medium (400 to 500 Btuf for oxygen blown gasifiers) heating gas [11]. In
UCG coal is gasified at its place to yield a low heating value gas gas quality
from UCG can not match that of the surface gasifier, because&Ci@ there is

a lack of direct control over different operating parameté&tevertheless, UCG

3
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offers several advantages over the conventional miniragh as increased health
and safety for workers, low noise and dust pollution, lowatev consumption
and lower emission of methane and greenhouse gases toranent [13, 14].
Moreover, UCG becomes the only choice for low rank coal (Ingatalue less
than 12 MJ/kg [15]) which is economically infeasible for nmg and for the
un minable coal deposits. In this way UCG increases the emple coal de-
posits [2]. According to [16] the combination of UCG and cartlmapture and
sequestration (CCS) can providgr@ensolution for the production of synthetic
gas by the storage of GOn the underground cavity formed by the in situ coal

gasification.

1.2 Underground coal gasification

The idea of UCG is not new, it dates back to the later half of theteenth cen-
tury. In 1868 Sir William Siemens of Great Britain proposed&sify coal in the
bowels of earth in order to avoid environmental pollutionsed by the burn-
ing of coal, and the Russian scientist Mendeleev is also teedor his early
contributions regarding UCG in 1888 [17, 18]. No further wavks carried
out in the context of UCG until 1930, when an experimental getvas started
in Donetsk Russia, which led to the commercial installatiod940 [19]. The
Russians successfully conducted the in-situ gasiifcatfacoal at diferent lo-
cations until the 1979 During this era of UCG industrialization.® million
tonnes of coal was gasified to produce 25 billion Nofisythetic gas [2]. Some
of the successful industrial UCG operations are carried bAngren (Uzbek-
istan), Queensland (Australia), Alberta (Canada), Walabic{China) and Ma-
juba (South Africa) [2].

1.2.1 Overview of the process

Fig. 1.1 demonstrates typical steps involved in the in sitsifgcation of coal.
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1. The process of UCG starts by drilling a pair of wells fromface to the
coal seam, followed by the establishment of a permeabledlatkeen the
wells (Fig. 1.1(a)).

2. Prior to the process of gasification the coal seam is igndeset the ini-
tial distribution for the reactor’s temperature, which e critical in the
success of the process. The oxidants are admitted to flomghrthe
injection well, which include air and steam 48 (g)) or Oxygen (Q)
and H20 (g) or only air, which chemically react with alreadgited coal
to produce syngas. Apart from the injected gasef) i) produced by
the water influx from the surrounding underground aquifése artici-
pates in the process. The syngas is usually a mixture of nartfamoxide
(CO), hydrogen (H), methane (Ch) and traces of higher hydrocarbons
(ChHm). The recovered gas can be used for power generation, madust
heating or as a chemical feedstock. A number of chemicaticeectake
place inside the UCG cavity, which include oxidation, gaatiien and
coal pyrolysis. These chemical reactions have differetivaton ener-
gies and they require a certain temperature for there oczccer The
reaction zones shown in Fig. 1.1(b) are in the order of desangatem-
perature. Coal is dried and then pyrolyzed in Zone 3 to prodhee (a
solid produced after the partial combustion of coal) ancgdxy the heat
coming from Zone 1. The char produced in Zone 3 participatéise ox-
idation and gasification reactions in Zones 1 and 2. The gasin and
pyrolysis reactions are responsible for the productiorynfjas, while the

oxidation reactions maintain a desirable temperaturednefactor.

3. When the coal is gasified, the cavity is flushed with wateranid,O to
remove the pollutants from the cavity (Fig. 1.1(c)). Thisgsis necessary
to avoid the contamination of the aquifers. With the passddene, the
water which participates in the process of gasification ftoensurround-

ing aquifers is replenished.



1. Introduction

Injection well Production well

Surface

Level of water table |

Over burden

Under burden

(a) Step 1: Well drilling and link establishment.

Injection well Production well

Overburden rocks

UCG reactor

Under burden  Zone 1: Oxidation & Zone 2: Zone 3: Drying &
rocks gasification Gasification pyrolysis

(b) Step 2: Gasification of coal seam.

Injection well Production well

\ Surface

Water floods cavity Over burden

Under burden

(c) Step 3: Flushing cavity with steam and water

Figure 1.1: Steps involved in a typical UCG process [3]

1.2.2 Design challenges and concepts in UCG

The design of a UCG process is a formidable job, especiallynviteeeds to
compete with sophisticated surface gasifiers for the quafitgas production

and resource utilization. As UCG involves the in situ gasiiaof the coal,
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therefore, there is a lack of direct control over a numberrotess parameters.
A successful design of a UCG process needs to address fofjavinallenges:
interaction of injected gases with the coal seam to prodesee gas, regulat-
ing the influx of water from the underground aquifers, preésenof excessive
heat and gas loss, ensuring a relatively constant gas yjualiding the fail-
ure of the injection and production wells from possible sudasce of the over

burden rocks and minimization of the environmental impa€the process [3].

The important design concepts which are widely used for UCigg®s are:
linked vertical well (LVW) [17, 20—-22], control retractiorf the injection point
(CRIP) [23-27] and steeply dipping coal seams [28, 29]. Theseapts mainly
differ in the drilling and placements of the wells and in weiking techniques.
However, in some cases the geology of the coal seam requpadiaular de-

sign.

1.2.3 Performance indicators of UCG

The key indicators for measuring the success of a UCG processrific/heating
value of the syngas and the resource recovery of the coal gangiven injec-

tion and production well configuration [3].

The heating value of the syngas depends on its compositinichvs further
dependent on a number factors: composition and flow rateeoinflected gas
mixture, type of coal, behavior of over and under burdenattantaining the
coal seam and the hydrological conditions. The site seledtr UCG is very
Important, as most of the parameters are fixed for a particolal type and its
surrounding strata. Therefore, for a site specific UCG p®tes only tuning
knobs for yielding a desired heating value are the composédind the flow rate

of the oxidants.

1.2.4 UCG as a technology of future

The first ever commercial UCG setup was established by Rusd4i@48, but,

the technology has not yet been undertaken by the coal irylesipecially in
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the western world. The commercialization of UCG has been leaeapdue to
the availability of mature alternate technologies, whicbduce a consistence
high quality syngas for various industrial applicationsheTstake holders of
coal industry are also reluctant to adopt UCG, because obwaiilifficulties

associated with the process:

e There is a lack of sufficient knowledge of the variation intheG perfor-
mance with changes in various physical and chemical presessurring

underground.

¢ In UCG the number of adjustable parameters are a lot fewertheasur-
face gasification, therefore, it is a big challenge to predbhe same qual-

ity of the syngas.

e As the process occurs in situ so it is either very difficultrapossible to

measure certain important parameters of the process.

e There is also a lack of computer modeling tools which canuatal the

performance estimates of the process.

As the energy statisticians claim that the deposits of @i§ gnd mineable
coal will reach extinction in approximately next hundre@sge Therefore, UCG
can play a pivotal role in fulfilling the World’s energy needfsthe future by
harnessing the energy of unmineable coal deposits. In doderake UCG a
preferred choice of syngas production, there is a need ty cat a multidis-
ciplinary research and development to address the mogfisan issues re-
garding the process. This can be achieved by the combinafitetboratory
experiments, actual field trials and theoretical invesitge. In this scenario a
comprehensive computer model can be of a paramount impertanvalidate
the theoretical findings against the results from the laogdesfield trials. The
development of a robust UCG control system can also incréasefficiency of
the process by addressing the uncertainties in process\ptas and modeling

inaccuracies.
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1.3 Importance of UCG in Pakistan’s energy crisis

Pakistan is going through an acute energy crisis despiteggbi@essed by huge
energy potential. The severity of the ongoing crisis can eessed by the
worst electricity blackouts of the history and long queuiegahicles in front of

Compressed Natural Gas (CNG) stations.
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Figure 1.2: Pakistan’s energy consumption by fuel type ih3{30]

Fig. 1.2 shows the contribution of different sources in thergy mix of
Pakistan, of which the share of fossil fuels is 83%. Amongftssil fuels, oil
and natural gas are the main contributors. The natural gadasal product
which is being produced at 4 billion cubic feet per day (BCFDheveas its
demand is approximately 6 BCFD. The scenario with crude oilasemalarming
as Pakistan spends billions of USD to import most of the cailder the energy
sector. The import of the crude oil will increase in the fatas the gap between
its consumption and local production is widening. If the@y@nd demand of
the natural gas and oil remains the same then there reseitvé&® wonsumed

in next 16 and 13 years respectively [32].
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Figure 1.3: Contribution of coal in electricity productioor fdifferent countries
in 2013 [31]

Pakistan has approximately 185 billion tonnes of coal [&8]which 175
billion tonnes of Lignite B is located in Thar [34]. Lignite ia young coal
which is brownish balck in colour and is also known as browal céccording
to [35, 36], Lignite coal can be further categorized in twpdg: Lignite A
and Lignite B. Lignite A has gross calorific value less than3181J/kg and
Lignite B has a gross calorific value less than71¥J/kg. Thar coal field has a
potential to generate 2000 MW of electricity for the next 40 years [2]. Despite
the huge coal deposits, Pakistan has not produced anyielyctrom them
since 1990 (Fig. 1.3). By considering type of coal, depth dckhess of coal
seam and location of water aquifers under the surface ofdtth,ghe preferred
technology for gasifying the Lignite B coal of Thar is UCG. @Gasg the coal
in situ is also favorable because the coal has calorific Vekgethan 12 MJ/kg
and it contains volatile matter greater than 20% [15]. Ttoeeg the planning

commission of Pakistan allocated the Block V of Thar coal fieldhe UCG

10
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project Thar, in order to setup an R&D based UCG project [37]e Ploject
aims to establish a UCG based power plant capable of gerngiEdit MW of
electricity. First test burn was successfully conductedLdtih Dec, 2011 [37,
38]. The success of this project will be a huge breakthrongddidressing the

energy crisis of Pakistan, especially in the power sector.

1.4 Thesis contributions

The main contribution of the thesis is the development ofcbr@puter model
for analysis and control of the large scale UCG set up in BlocK Vhar coal

fields. The following individual contributions lead to thobjective:

1. Development of a computer model for the Thar UCG setup The pro-
cess parameters are incorporated in the equations of [3@¢velop a
mathematical model of the process. The parametrizationeoftCG pro-
cess includes all the operating conditions, physical aminital proper-
ties of the subjected coal seam and effect of the variousogexl and
hydrological conditions affecting the process. The mosi¢hen numeri-
cally solved in MATLAB to yield the composition and the hewggivalue
of the product gas mixture. The computer model also givesygcehen-
sive insight of some important process variables whose uneaent is
not available at the UCG site. The solution of the model is aksed to
study the effect of various operating conditions on thegrenfince of the

process.

2. Optimization and validation of the model: The inconsistency in the
measurements of coal and char composition parameters aedtainty
in the HO (g) to G ratio within the UCG reactor are addressed by for-
mulating a nonlinear optimization problem. The optimizedue of the
parameters is obtained by minimizing the objective funttighich is the
sum of the squares of the relative error of the experimemidisamulated

heating values of the process. After the optimization, ffecgveness of

11
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the model is assessed by making a comparison between thenegptal
and simulated results. The measured variables at the UC@rsiteom-
pared with the results of the solved model. The comparisatiftgrent

data sets validate the computer model of the process.

3. Development of the control oriented model of the UCG processThe
control oriented model of the process is developed by irmatng the
output equation with the already developed computer motis. model
includes the UCG reactor and the gas analyzer. The input aintiael
is the flow rate of the injected gases at the inlet well andihgatalue

calculated by the gas analyzer is the output.

4. Sliding mode control design for the processThe control of UCG is a
formidable job due to two reasons: the measurement of omynfiedel
parameters is available, and the fact that the mathematicdél is com-
prised of nonlinear partial differential equations (PDE%)e model based
sliding mode control (SMC) is designed for the process, aadtability
of the overall closed system is also derived. The simulatsuilts show
that the controller successfully maintains the desiredihgaalue of the
product gases. The robustness of the closed loop systemsadfage in

situ disturbance and modeling inaccuracies is also shown.

1.5 Thesis structure

Chapter 2 gives an account of the the literature related tartbéeling and
control of the UCG process. A number of mathematical modete®process
have been reviewed in order to select a suitable model fedsibassisting field
trials conducted at Block V of Thar coal field and designingdbetrol system
of the process. It has been observed that there exists afféddtween model
accuracy and its computational complexity. In literaturere are only a few
evidences for the control of UCG process. As SMC is designethilo UCG

process, therefore some literature related to the fundtaiseof SMC is also

12
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reviewed in the Chapter.

Chapter 3 explains the development of the computer modeltaildd he
mathematical equations for conservation of energy, madsnamentum of
solids and gases, parametrization of the model and its noahesolution are
the topics of discussion in this Chapter. The effect of chaggarious operat-
ing conditions on the solution variables is also preseritesligh the simulation

results.

Chapter 4 validates the effectiveness of the model for tlgelacale UCG
set up. This Chapter begins with the description of the erpamial setup for
the UCG Thar site. Two different optimization problems haeerbformulated
to address the uncertainty in some model parameters. Thetogj function in
both the cases is the sum of the squares of the relative drtioe experimental
and simulated heating values of the process. In the end, @osop is made
between the results of the solved model and the experimerasurements for

both the optimization cases.

Chapter 5 describes the development of the control orientedehof the
process and its subsequent control design. All the stejpdviedt in the design
of SMC are discussed in detail. After the SM is enforced, tabibty of the
internal dynamics is also proved, which confirms the boundes of the overall
closed loop system, and hence the success of the contrgindeShe perfor-
mance and the robustness of the SMC design is also shown ksntiogation

results.

Chapter 6 concludes the thesis and provides a list of futuwwemenenda-

tions.
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This chapter gives an account of the literature relevarthiéanodeling and
control of UCG process. In Section 2.1 a brief review of d#fartypes of
mathematical models of UCG process is presented. The litera¢garding the
UCG process control is discussed in Section 2.2 and the ahapds with the

conclusions in Section 2.3.

2.1 Mathematical models of UCG

Modeling has been an important tool to study the effect ofowerphysical and
chemical properties of coal seam, and operating conditarthe performance
of UCG process. Because, conducting field trials and acqupiogess data
are very expensive and difficult. For the quantitative deson of the complex
UCG process, a number of specific models are required. A msdetjuired to
predict the chemical composition of product gas againstpasition and flow

rate of injected gas, coal type, thickness of coal seam, atdnintrusion. A

multidimensional model is required for the optimizationreéource recovery
for a particular well pattern, this model needs to be couplik chemical com-
position model. Numerous other models are required foritiienlg process,
environmental effects, such as subsidence and aquifeamamation and many
other additional details associated with the final systesigie All of these

physical and chemical models need to be coupled with ecamioievaluate a
candidate UCG site. It is evident that the development of suobmprehensive
model of UCG which includes all the above characteristicsotsantrivial job.

Therefore, most of the models in the literature belong to rtiiquaar class of

aforementioned sub models. These mathematical modelseceatégorized in

the following four types [3, 40, 41].

e Coal block models: In this type of models coal seam is considered as a

wet slab of coal, which is initially dried and then gasifiecheTcoal slab
is divided in to three zones: wet zone, dry zone and ash |alyee. wet
zone contains wet coal which is initially evaporated anah fygrolyzed to

form volatiles (char and product gases), the dry zone cositdiar (highly
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reactive coal), which is gasified by the inlet gases to preduore prod-
uct gases and the ash layer finally contains the exhaustedvadhiah is
accumulated on the char surface. The products of pyrolyslgasifica-
tion, along with the inlet gases are accumulated in a gas filjacant to
the coal block. The net heat flux is from the gas film to the cdéati
to facilitate the pyrolysis and gasification reactions, #renet mass flux

(product gases) is from coal block to the gas film.

Tsang [42] proposed a model for mass and heat transfer inreddglal
sub bituminous coal ([43]) block. The locations of pyros/aind drying
fronts, and the temperature and the concentration of vanolatiles in

different zones of the coal block were witnessed.

Massaquoi and Riggs [44, 45] modeled the laboratory gasditaf Texas
Lignites by drying and combustion of a wet coal slab. The miraésim-
ulation of the model shows the flame position, rate of combnsand

temperature on the surface of coal.

Park and Edgar [46] developed a one dimensional (1-D) udgtstate
model of the coal block gasification, which predicts the nmgat of the
cavity and the drying front. The model predictions were caned with

experimental results of the combustion of Texas lignites.

In [47], Perkins and Sahajwalla developed a generalized Hdeinof
UCG, which is capable of simulating the gasification procegsatrticles,
cylindrical blocks and semi-infinite blocks of coal. The falations of
the model are multi component diffusion and a random poreainoetich
changes coal reactivity with conversion. The model is usesirhulate
cavity growth and the typical results highlight many impoitt aspects
of the UCG process. This model was also used to study the adfect

operating conditions and coal properties on cavity gromtbCG [48].

Most of the above mentioned models ignore thermomechaprogler-
ties of overburden and hydrology of coal aquifers. It is essumed

that the gasification process occurs in an oxidizing envirent and at at-
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mospheric pressure, these approximations contradictittemslin actual

UCG process.

e Packed bed models:In packed bed modeling technique a link is estab-
lished between the injection and production wells by petroeanethod,
also known as percolation or filtration method. This techrics used for
low and medium rank coals, e.g, lignite and sub-bituminolisse coal
types have relatively higher permeability than anthracite this tech-
nique the coal seam is initially fractured with chemicallesjpves and the
resultant high permeability zone is ignited and then gakifig suitable
inlet gases. The permeation method resembles the packedhesad
ical reactor, in which the stationary coal bed is consumedhieyinlet
gases with the passage of time, so the mathematical modé&s wbn-
sider this method are known as packed bed models. This metimodre
efficient than channel model, because the porous mediunide®an in-
timate contact between gas and solid, and also providegea farface
area for the gasification reaction. Thus the bypassing afams does not
occur, which avoids a serious decrease in the calorific \@itiee product

gas.

Gunn and Whitman [49] developed a linear 1D model for forwayh¢
bustion (gasification) in UCG process. The work devises a oakftbr de-
termining optimum operating conditions: injection floweaair to steam
ratio, and preheating of the injection air. The results efsblved model

were also compared with a field test conducted near Hannamikigo

Thorsness and Rosza [50, 51] developed a 1D packed bed mdd€l@f
The detail description of the model can be found in [39]. Tole@dgphase
PDEs were solved using finite difference method, while twifedgnt
strategies were adopted for the solution of gas phase oydditieren-
tial equations (ODESs). The region along the length of thet@avhere
the system of equations becomes stiff, the gas phase ODEssobkted

by simple non-iterative modified Euler method and for therseaone an
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iterative upstream differencing method was used. Thetestithe model
were compared with a.& m long experimental UCG reactor developed
in Lawrence Livermore Laboratories. The main objectivehef tesearch
work was to predict the reaction front propagation rate amdiyct gas

composition against coal bed properties and process apgrainditions.

Winslow [52] developed a computer program which simulatetbaified
model of [50]. The gas phase equations were PDEs in time amdmace
dimension, because he ignored the steady state assumptjs@].o In
order to improve the accuracy of the model predictions thepdational
cost of the computer model was also increased. The mainilsotitn of
the author is the development of a 1D prototype of UCG procdsshw

can be extended to two or three space dimensions.

Thorsness and Kang [53] formulated a set of time dependerR2Bs,
which represented combustion and multi component chemgeaations in
UCG. The model equations are comprised of conservation lawsass,
energy and momentum for gasses and solids. The model wasdsioy
the method of lines (MOL) approach [54], which is useful fopaeling
the transient 2D packed bed flows related to UCG conditions.atithors
used Livermore solver for ordinary differential equatighSODE) [55],

which implements the algorithm of [56].

Abdel Hadi and Hsu [57] developed a 2D packed bed model, purat-
ing a moving boundary method. The analysis was performetyusiite
element method and the results of numerical solution wemgened with

the laboratory measurements of [39].

Khadse et al. [58] also used the model of [50] with some maatifios.
The model considers coal and char as the only solids in the WaG&ar
and the reactions involving fixed and mobile water are alstuebed from
the set of chemical reactions. The finite difference methad used for
the solution of solid PDEs, while the simultaneous gas pk3Es were

solved using a stiff Matlab solver: ODE15s [59]. The effettbang-
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ing operating conditions on solid temperature and gas csmpo was

studied for two different coal types.

Like the coal block models, these models also ignore the myjogof
water influx from surrounding aquifers and the effect of caatl rock
spalling from the overburden. The packed bed models alsegiisd the

phenomenon of cavity growth with time.

e Channel models: Channel model is used for the UCG process in which
injection and production wells are physically linked by aikhontal bore-
hole, to allow the flow of gas through the coal seam. Ignitioouss at the
gas inlet and proceeds in the direction of gas flow. The cogasified at
the perimeter of the channel. The channel grows continyawuish time,
and a large portion of inlet gases pass through the chanti®wtireact-
ing with coal, which decreases the calorific value of the pobdjas with
the passage of time. This type of method is used for the higk caal
which has very poor permeability, e.g, anthracite [43]. S&henodels can
give estimates for composition of the produced gas and thigyarowth

rate through heterogeneous reactions.

Magnani and Farouq Ali [60] developed a linear, 1D steadtestaan-
nel model of UCG process. A set of five coupled ODEs was solved by
incorporating the respective boundary conditions. Theagqgos were
solved analytically to yield closed form solutions of imfzort parameters
of the gasification process, the details of the solution arengin [61].
The model was used to predict results of the field test, etalperfor-
mance of the process and to study over all process sengsitiviinput
variables. This model also served as a foundation for mozarate 2D
models [62, 63]. However, the model of Pasha and Ali [63] assian
unsteady state flow of gases. Along with the composition @fitoduced
gas, the model also shows the increase in the diameter oa#ifogtion

channel with time.

Dinsmoor et al. [64] studied the feasibility of UCG field testsing a
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mathematical model of a gaisification channel . On the bdsismulation
results it was concluded that UCG in a channel configuratioa mat
feasible. The phenomena of cavity growth and its ultimate siere also

analyzed through model solution.

Batenburg et al. [65, 66] developed a 1D channel model forutaiog
gas composition and coal conversion rate for a UCG processmiddel
considers heat transfer through radiation between chavall and mass
transfer through natural convection within a section of¢hannel. The
model demonstrates the effect of various operating canditi such as
pressure and rates of air and water injection on product gapasition.

The performance of Pricetown | gasifier was also predicted.

Kuyper et al. [67—-69] used a simplified model of gasificatioogess to
study the influence of the channel geometry on the naturakmion flow
and mass transfer rates. The study of gasification processsictangular
channel was also carried out. The predictions of the gas ositign were

also compared with the Pricetown | field trial.

Perkins and Sahajwalla [70] developed a 1D channel modedtimate
rate and composition of the syngas. A zero dimensional gtstate
model of cavity growth was also incorporated in the modelwds as-
sumed that the process of UCG occurs in an open channel. Thelmod
includes equations for mass transfer through convectibaracteristics
of fluid flow, heat transfer, reaction rates and physical progs. The re-
sults of the model were compared with small scale field tcalsducted

at Centralia USA.

Seifi et al. [71] also developed a 1D steady state channel if@dgéCG.
The structure of the model is quite similar to [60]. The ODEghe model
were analytically solved to study effect of various opergitonditions on

the composition of the syngas.

e Process modelsThere is not even a single model in the literature which
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can alone describe the complete process of UCG. The mainrgagtoch
influence the lack of a comprehensive model are complexity @oor
understanding of the physical phenomena. The subject of U©Geps
modeling is comprised of, but not limited to various traalial disci-
plines such as rock mechanics, hydrology, geology, geoghysining
and chemical engineering. In the context of reviewed lites it is ob-
vious that most of the research is scattered, mostly focosed local
objective. It can also be concluded that the reported laboracale ex-
periments are insufficient for understanding the actuatgss. One pos-
sible way to develop new insights in the process is throudh feale
testing, but it is expensive and consumes a lot of time. Hewesome
efforts in the development of a process model of the UCG audsed

in the following.

Britten and Thorsness [72] developed CAVSIM; a comprehergilveom-
puter model of UCG. All the major research contributions oWwkence
Livermore National Laboratory during 1970’s and 1980’she field of
UCG [73-79] are incorporated as sub models in CAVSIM. The mhin o
jective of the model is to estimate cavity growth and reseusrovery
during underground gasification of coal. The influence ofrfbweden on
growth of the cavity and phenomena like water influx from cagifer,
rock/coal spalling in the reactor and laws of heat and massster are

considered in the model.

Biezen et al. [80, 81] developed a process model which giv&s@&ure
of the development of an underground coal gasifier cavitg dffects of
heat and mass transfer through chemical reactions anddheasohanical

failure properties of overburden rocks are combined in todeh

Nitao et al. [82] demonstrated the progress and initial iappbn of an
integrated 3D simulator developed at Lawrence Livermorgddal Lab-
oratory [83]. Sub models for cavity wall, rock spalling, @gwoundary

tracking, 1D cavity gas reactive transport, rudimentahybta heat, mass
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and reaction model were incorporated with the existing bladyy simu-
lator. The phenomena of cavity collapse and overburdendermse were
also included in the geomechanical simulator. With theef@ntioned
advancements it was claimed that the model can predict ratecam-
position of injected and product gases, cavity growth, @ssdnteraction
with host environment, and simulator can also support tteesslection.
The simulation results were compared with Hoe Creek Ill fiekt {84].
It was also mentioned that an enhanced rubble zone moddbevdevel-
oped, along with the integration of computational fluid dymes (CFD)

cavity gas and geomechanical models.

Samdani et al. [85, 86] developed two process models forabigayrowth
of UCG. In [85] an unsteady state model is developed for théozdr
growth of cavity from injection well to overburden. The exipeental
data from Indian lignite coal is used to solve the model équat In [86]
horizontal growth of UCG cavity towards the production welimodeled.
Both models were solved simultaneously to predict the perémce of

UCG field test at Vastan, India.

e Miscellaneous UCG models: Yang et al. [87-92] performed various
computer simulations to study heat and mass transfer phemmntou-
pled thermohydromechanical process of coal seam, gasificatt under-
ground coal with HO (g) and Q, convection diffusion for gasification
agents and the effect of using temperature control blaseegpage com-

bustion technique in UCG, respectively.

The summary of the models reviewed in this section is givehaiple 2.1,
which shows that how much detail of the UCG process is incatedrin a
particular model. In general, a comprehensive model of a U@Gqss is com-
prised of a sub model for cavity growth, heat and mass trahspodel and

models describing the interaction of the process with tvremment [3].
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Table 2.1: Summary of the reported UCG models

Model Cavity Heat Interaction with
structure grewth transfer environment
o =
818 8 8|c . x
2 5lg 5<|/8 €555 ¢&
s 2|55 2|2 S izl
IAuthor/s Year 8 8|6 E a S & e E g T g
Packed bed models
Gunn & Whitman [49] 1976 | 1D O O o o D
\Winslow [52] 1977 | 1D O | D o 0 D
Thorsness et al. [39, 51] 1978 | 1D O O o O D
Thorsness & Kang [53] 1984 | 2D O o o o O D
IAbdel Hadi & Hsu [57] 1987 | 1D | | o O
Channel models
Magnani & Ali [60] 1975 | 1D O O O
Pasha et al. [63] 1978 | 2D 0 o o
Dinsmoor et al. [64] 1978 | 1D 0 o O P O
Batenburg [66] 1994 | 1D O o O
Kuyper & Van [68] 1994 | 2D O O o od NS
Perkins & Sahajwalla [70] | 2008 | 1D o O o O P
Coal block models
Tsang [42] 1980 | 1D O O o o o
Massaquoi & Riggs [44,45] 1983 | 1D O O ad a0
Park & Edgar [46] 1987 | 1D O | O O D
Perkins & Sahajwalla[47] 2005 | 1D O 0 0 O
Process models
Britten & Thorsness [72] 1989 | 2D O o o o o o M o o O
Biezen et al. [80] 1995 | 3D O | O O D
Nitao et al. [82, 83] 2011 | 3D d o 0O 0O o 0O O
Samdani et al. [85, 86] 2015 | 2D O o od D

D=Darcy, P=Plug, NS=Navier Stokes and M=Mixed

The main objectives of the models reviewed in this sectien quantitative
description of the process, evaluating a potential siteJioc and the study of
various phenomena occurring within the UCG reactor. Thes#etsalo not lend
themselves to control applications easily, mainly due &irtbomplex geometry
and computational complexity of the solution strategy. Muosdels of UCG
are comprised of highly nonlinear PDEs with at least two pedelent variables

one each for time and length. The analysis and control of systems is not
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a trivial task [93, 94]. The following section discusses greblem of UCG

control in detail.

2.2 Control of UCG process

As discussed in Section 1.2.3, heating value is one of théfdayprs in deter-
mining the success of a UCG process. A closed loop controesysan be
of paramount importance in increasing the performance ofC&$ystem by

providing a constant desired heating value over a longeoger time.

The control of UCG is an emerging area of research. In [95, 9Bjba
scale UCG setup is controlled by some versions of the coramatiPID con-
troller [97]. The idea of UCG control system can not be mappestty from
lab scale set up to an actual field test, because it is notlpedsi create an
actual UCG environment in lab experiments. One way to apprdaeproblem
of UCG control system design is to select an appropriate madtieal model,
then a model based control strategy can be adopted for anpidwe desired
objective and finally the idea can be implemented on the BiU& site. Apart
from the model complexities discussed in the end of Sectibps®me other fac-
tors further increase the challenges in UCG control systesigdesuch as the
interaction of in situ environment with the process and ailability of the mea-
surement of important model parameters. As the process of 1dki&3 place in
situ, and it is either impossible or very expensive and diffito install sensors
at different locations in the reactor, so normally the alag measurement is

for the molar fraction of gases at the production well.

Two factors are needed to be considered while selecting@noppate model
for UCG control: accuracy of model predictions and ease ofrobdesign. The
accuracy of the model increases its complexity and makesataesign more
difficult. Therefore, for UCG system with nonlinearities, sSitu disturbances
and parametric uncertainties a control technique is requivhich can keep a
constant desired heating value of syngas, in spite of fattdasign procedure

is performed based on approximate model. One such techrsgte sliding
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mode control (SMC) [98-100]. In our earlier work [101], a sirhed time do-
main model of UCG was developed by incorporating various ragsions in
unsteady state model of [52]. A first order SMC, based on etgnvaontrol
method [102] was designed to keep a constant heating valine ipresence of
input disturbance. The model does not include the effechahge in length of
the reactor on the system’s states, and assumes that theonfaut and all the
chemical reactions take place at the same location. Despite fundamental
flaws in modeling, the idea of heating value control througtvftate of injected

gases is demonstrated.

The rest of the section gives an account on the fundamemaitiof SMC.

2.2.1 Sliding mode control

The SMC has been evolved as a preferred choice for the robogiot design

of complex higher order nonlinear systems operating undeeuainty condi-
tions. The major advantage of this technique is insensitiei parametric varia-
tions and external disturbances. SMC reduces the compleidontrol design
by decoupling the overall system motion into independentigdacomponents
of lower dimension. The control action in sliding mode canim@lemented
by discontinuous elements, such as relays or pulse widthutatbdn (PWM)

switching. These attractive properties motivated higrelleesearch in both
academia and industry, and SMC has been proven to be applitab wide

range of problems in electric drives and generators, robpprocess control,

vehicle and motion control.

The idea of SMC was first proposed by Emelyanov and co-relseesén
early 1950's in the former Soviet Union [99]. Ryan and Coreld€3] pro-
posed a general SMC for linear systems with bounded disteghan order to
avoid chattering, Burton and Zinober [104] presented coiotirs approximation
of SMC. Woodham and Zinober [105] incorporated pole placerneghnique
with SMC to achieve desired closed loop dynamics. The praktmplemen-

tation of SMC requires estimation of unmeasured states. &encet al. [106]
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proposed an asymptotic state observer based on sliding.Moctemplete slid-

ing mode observer controller design can be found in [107].10®e afore-

mentioned literature is related to linear control systeifise survey papers of
Ramirez [109] and Pisano and Usai [110] give a detail accousbme notable
literature related to SMC of nonlinear systems, where aggdasethodology

of such systems can be found in the text books of Utkin et 411,[112] and

in [113].

2.2.2 Design concept of sliding mode control

Consider a nonlinear system, affine in control

x=f(xt)+B(x,t)u (2.1)

wherex € (0" is the system state vectdr,c (0" is the nonlinear function of

statesB(x) € 0" Mis the input matrix and € 0™ is the input vector.

A set of m switching surfaces is given as:

S= {xe D”:s(x):[sl(x),...,sm(x)]T} 2.2)

Then overall problem of SMC design can be partitioned into $wb prob-

lems of lower dimension, which can be decoupled for a largescbf systems.
2.2.2.1 Switching surface design

The switching surface is designed in order to achieve thgatkdynamics of
the closed loop system. The design of switching surfaceesgmts the dynam-
ics of the system during sliding mode, which is defined as,tiomowith state
trajectories in some manifold of the state space with finiteetneeded for the

state to reach this manifold” [114]. The sliding mode equats:
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S(x) =Gx=0 (2.3)

whereG = (ds/dx) is anmx n matrix with gradients of functions (x).

Since the dynamics of sliding mode lie in the null spac&gathey are called
null space dynamics. For linear systems, switching surdaségn can solve the

problem of eigenvalue placement.
2.2.2.2 Enforcing sliding mode

The objective of this step is to ensure finite time convergearicystem states on
the switching surface. Despite the modeling inaccurap@sametric variations
and external disturbances, the controller should confieeyistem states to the
sliding manifold. When the system is not in the sliding mosle,range(G).
Hence the dynamics in the reachability phase Q) is called range space dy-
namics. In this phase the controller is designed to makenthswitching surface

attractive. Consider the following Lyapunov function [112]

V (X) = =s' (X)s(x) (2.4)

The controller is designed to ensure:

T (x)s(x) <0 (2.5)

which is formally known as reachability condition, and comis the asymp-
totic convergence of system states to the sliding manifbldwever, for finite

time convergence, the modified reachability condition 51
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sT (x)s(x) < —ns()| (2.6)

The equivalent control is one of the methods for SMC desigmvhich the

control input is:

U= U+ Ug 2.7)
where
Ue(X) = =[G () B(X)] "G (x) f (¥)

ug = —Msign(s)

whereue is the continuous function of states and is found by sohsrg
Gf+ GBu = 0, and it cancels out all the known terms in the right hand efde
S. The other party is discontinuous and ensures finite time convergence to the

chosen surface in the presence of uncertainties and distcels.

2.2.3 The chattering problem

In an ideal sliding mode the control commutes with infiniteguency, and the
system states are confinedste: O in finite time. Whereas, in real sliding mode
the state trajectories can only reach in the vicinitysef 0, and exhibit sus-
tained oscillations with finite frequency and amplitudepkn aschattering
phenomenanThere are two reasons which cause imperfection in an ididal s
ing mode, and result in the chattering: the discontinuoydgementation of the
continuous control and the presence of unmodeled dynamios fast switch-
ing of sliding mode controllers excite the unmodeled dyremesulting in the

high frequency oscillations.

The chattering problem results in low control accuracyhtigating losses
in electrical power circuits and can cause wear and tear afilgomechani-

cal parts. Fortunately, control engineers and researd¢tases developed some
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methods to avoid the phenomenon of chattering. Some of timeteods are

given in [112].

2.2.4 Design example: Position control of underwater vehicle

Fig. 2.1 shows the free body diagram for a simple underwagkicle system. It

Is assumed that the vehicle only moves in thdirection.

>
x(t)

cxjx| - > u(t)

mx < > O

Figure 2.1: Free body diagram for underwater vehicle, shgwil the forces.

By using Newton’s law of motion the nonlinear dynamical modélthe

system is obtained [116].

MX+ cX|X| = u(t) + f (t) (2.8)

wherex is the position of vehicle (m)y is the force provided by propellers
(N), f (t) is the force generated from ocean current and waves, whicbnis
sidered as the disturbance for the systgffi(t)|| < fo, andmandc are model
parameters representing mass (kg) and drag coefficiennjkaff underwater

vehicle, respectively.

The system in Eq. (2.8) can be written in generalized cdetraianonical
form (GCCF) [117] as:
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X]_:Xz
. 1
xz:ﬁ[wrf—cxz\xzu (2.9

where the state variables andx, are the position and velocity of the un-

derwater vehicle respectively.

Here it is desired to design a SMC for the underwater vehygéesn, which
can control the positiorin the presence of disturbing force generated by ocean

current and waves.

Two different controllers are designed for the system ineortth achieve

following control objectives:
2.2.4.1 State regulationX; = x> = 0)

1. Letsbe alinear combination of the system states:

S=kxg+ X2 (2.10)

2. By applying the equivalent control methag,= x, (c|x2| — mk) is found

by solving
. 1
$=kxo + - [Ue—Cxo|%2|] =0

It is important to note thaf (t) is excluded fromue, because it is un-
known. The discontinuous part of the control inputuijs= —M signs.

The reachability condition for the system is:
< —|s| [M— fo] (2.11)

As both f (t) andu(t) lie on the planeX; = 0), therefore, the disturbance
can be rejected by SMC. M > fg then sliding mode is established.

The dynamics of the system under sliding are governed by:

30



2. Literature Survey

X1 = —kxg (2.12)

The solution of Eq. (2.12)x (t) = x1 (0) exp(—kt) shows thak; will expo-
nentially decay to 0, with the rate As X, = X3, thereforex, = 0 whenx; =0
and the control problem is solved. Eq. (2.12) also showsrtherent properties

of the sliding mode:

e Order reduction: The order of sliding motion is one, as compared to the

second order system.

e Invariance: The sliding mode dynamics are independent of model pa-
rameters, therefore any uncertaintynmandc will not effect the control

objective.

The numerical solution of the closed loop system is perfarmith the step
size ofdt = 0.01s, and for the following parameter valuea:= 100, c = 20,
k=1,M =10 andf (t) = 9sin(t).

Fig. 2.2 shows the success of control design, and the staternanverges
from its initial valuexo = [0.05 0 to the origin. Therefore, the underwa-
ter vehicle stays at rest even in the presence of the inptutrdence shown in
Fig. 2.4.

The phase portrait of the vehicle position and velocity isvahin Fig. 2.3.
The region whera # 0 is called reaching phase, while the sliding phase starts
whens = 0. During the reaching phase the controller forces the stateards
the surface. The sliding phase shows the motion of systerarwtiding, which
only depends on the design varialidde The phenomenon of chattering is also
visible in the vicinity ofs= 0, which is due to the finite sampling frequenigy=

1/dt = 10thzand modeling uncertainty caused by the unknown disturbance

Fig. 2.4 shows that the controller exhibits robustnessragdine variations
in the input disturbance, and confines the system states @ once the sliding

mode is established.
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Figure 2.2: Evolution of system states with time
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Figure 2.4: Control input and disturbance with time

2.2.4.2 Reference trackingxy = Xy, X2 = X2,)

Now it is desired to keep the velocity of the underwater viehat 1m/s in the

presence of (t).

1. The switching surface is the linear combination of ertates.

s=ke +e (2.13)
where
€1 = X1 — X1y
€2 = Xo — Xy,

X14 andxp, are the desired values for position and velocity of the Jehic

respectively.

2. The application of equivalent control method yialds= x» (c\x2| — mk) +
mkx,. The reachability condition will take the forss < —|s| [M — fg],

and the sliding mode exists ftMt > fo
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The sliding motion is governed by the first order differeihgiquation:

e =—ke (2.14)

The solution of Eq. (2.14)e; (t) = e1 (0) exp(—kt) shows that; will expo-
nentially decay to 0, with the rate which also makes, = 0 and the control

problem is solved.

For simulationglt = 0.01s,m=100,c=20,k=1,M =20, f (t) = 15sin(t)
andxp=[0.05 Q.

The results in Fig. 2.5 show that the vehicle moves with aasmfvelocity of
1m/s after finite time. The phase portrait of the state errors asshin Fig. 2.6.
The region enclosed in the dotted circle corresponds tdithag phase. While,
the error trajectory outside= 0 circle correspond to the reaching phase. Once
they enter in the sliding manifold, the controller confinles érror states to the

switching surface, even in the presence of the disturbdfigeZ.7).

10 ‘ 15
8,
B 0
E 6t B 1b-—f--- - T
5 >
= g
(%] 47 8
O o L
o X, 205 X
2 , d
0 : — 0 —%
° 3 10 0 5 10
t(s) t(s)
(a) Position of underwater vehicle (b) Velocity of underwater vehicle

Figure 2.5: Evolution of system states with time
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Figure 2.7: Control input and disturbance with time
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2.3 Conclusion

Most of the models reviewed in Section 2.1 are used to studyaf phenomena
occurring in the UCG reactor, and the outcome of the the@letwestigations
is at the best validated against laboratory experimentdy {Drfew cases the
results of the solved model are compared with a UCG field teistalso detailed
in Section 2.2 that these models can not be used for the ¢oftdCG process,

unless they are modified.

The objective of this research work is two fold:

1. Development of a computer model for UCG, which can pretietdom-
position of the product gas in response to various operatnglitions for

field scale tests, conducted by UCG project Thar.

2. Development of a model based control of UCG process, whachir-
crease its performance by providing a constant desirednigeadlue of

the product gas over a longer period of time.

The first objective demands an accurate model of the proaéssh results
in complexity of its mathematical equations. While for cohtdesign a rel-
atively simpler model is required. Therefore, a compronmssmade between
both requirements, and the 1D packed bed model of [39] icaleo fulfill
both research aims. The complexity of the model is modeesteat ignores
multidimensional phenomena occurring in the UCG reactor imdurround-
ings. Importantly the model is capable of predicting pradyss composition
as a function of operating conditions and coal propertidge model is solved
for the underground gasifiction of Lignite B coal of Thar in @tex 3, which
yields time and length profiles of solution variables. Theusacy of the model
is increased by optimizing some uncertain input parameétetsiapter 4 and the

robust SMC is designed for the process in Chapter 5.
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Computer Model of UCG Process
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This chapter gives a detail description of the computer rhoeeeloped for
the in-situ gasification of the Block V of Thar coal field. Thi®odel can assist
the actual field trials conducted by UCG project Thar and irstiiesequent con-
trol of the process. The model is capable of predicting time space profiles
of some important parameters, such as, solid and gas temap=adensities of
coal and char, concentrations of different gases and rdtesportant chem-
ical reactions in response to various operating conditams coal properties.
Most of these parameters are either impossible or very exeito measure.
The model also gives information about the movement of ggisland reaction

fronts, which can be further used to predict the life of the U@&ctor.

The UCG reactor model which incorporates the 1D packed be@hod{B9]
and parametrization of the Thar UCG setup is given in SectibntBe strategy
adopted for numerical solution of the reactor model is dsdiain Section 3.2.
The capabilities of the solved model are presented in Se@ti®, the effect of
varying different operating conditions on the UCG procestissussed in Sec-

tion 3.4 and the chapter is concluded in Section 3.5.

3.1 UCG reactor model

A typical schematic of UCG process is shown in Fig. 3.1. Thd seam is lo-
cated between the overburden and underburden rocks. The &#otr is con-
tained in a cavity within the coal seam, which evolves withdias the process
of gasification proceeds. The underground water reachesetiwor through
the cracks in the strata above the coal seam, and partisipatke gasification

process.

The salient features and assumptions considered in thelmadisted be-
low. These assumptions help to reduce the computationgblesity associated

with the numerical solution of the reactor model.

e UCG reactor model is comprised of eight gases: COp,Gdy, H,0,

CHgy, N2, O, and tar, and two solids: coal and char. The pseudo specie tar
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¢ Injected oxidants Product gases T

Injection well Production well

Coal seam

< »

x=0 L x=L

Figure 3.1: Schematic of UCG reactor with surrounding emriment

is used to maintain the stoichiometric balance of coal ygislreaction.
Moreover, the small amount of higher hydrocarbons produltethg the

gasification of coal is also included in tar.

e The flow rate of the injected air is the input, while the hegialue of the

product gas is the output of the model.

e There are separate equations for energy and mass balangasesf and
solids. These equations are derived from the fundamentederwation

laws of energy and mass

e 1D geometry is assumed for the model, which ignores somertiapian-
situ phenomena, such as, growth of the UCG cavity, thermoarecal
properties of overburden and heat loss through adjacehiseaan. But

these assumptions are important for model simplifications.

e A set of six important chemical reactions is used to des¢hbehemical

kinetics of the process, which include coal pyrolysis, foaterogeneous
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(char-gas) reactions and one homogeneous (gas-gaspreacti

e Heat source generated from chemical reactions is writtparséely for
solids and gases, which neglects detailed interactionegbdimt of reac-

tion between the two phases.

e There is a large difference in characteristic times of sodidd gases, e.g.,
the gas velocity ranges from 36 360 m/hr, while the rate of coal burning
is only 01 — 0.2 m/hr. Therefore, it can be assumed that the gas phase
reaches steady state before any significant change occsadidis. This
assumption is formally known as pseudo/quasi steady sgimxima-
tion. Due to this approximation the gas phase equationsradye@DESs
in length domain, because all the conductive transportngkd in solid

phase and accumulation terms are neglected in the gas @ugiati

e Coal seam is assumed to be a porous medium, and Darcy’s lawdsags

momentum balance for gas phase.

3.1.1 Model equations

3.1.1.1 Mass balance of solids

The effect of different chemical reactions on the rate oingfeaof solid density

distribution is described by Eg. (3.1).

M e o
LY leasj R (3.1)

pi(OaX):pio(X)7 0<x<L

wherep; is the density oith solid (kg/cn¥) in point (t, x), asij Is the stoichio-
metric coefficient of solid in reactionj, R; is the rate of reaction (mol/cm?/s),
M; is the molecular weight of solid componantkg/mol) andt andx are vari-
ables for time (s) and length (cm) respectivedy,(x) is the initial density dis-

tribution of solidi andL is the length of the reactor (cm).
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3.1.1.2 Solid phase energy balance

The parabolic heat Eq. (3.2) shows that how does solid tegiyrer distribution
change with time due to heat transfer through conductiotw@gen adjacent
coal layers) and convection (inter phase heat transferechlog the movement

of gases), and heat of chemical reactions.

0T & |- k| +h(T—Tg) —Hq

e c. (3.2)
Ts(0,x) =Tg, (X), 0<x<L
0Ts 0Ts
Y’s _ s — >
0 =55t =0 t>0
2
Cs= Y pc
2,P
5
HSZZAHJ'RJ'
=1

whereTs is the solid temperature (K) in poirit,x), T is the gas tempera-
ture (K), @ is the coal bed porositk is the effective thermal conductivity of
solids (cal/cm/s/K)h is the heat transfer coefficient (cal/s/K/%)nTso (x) is the
initial distribution of solid temperaturés is the total solid phase heat capac-
ity (cal/K/cmd), Hs is the solid phase heat source (cal/sfios is the specific
heat capacity of componen{(cal/g/K) andAH; is the heat of the reaction for

heterogeneous (solid-gas) reactions (cal/mol).

The values of spatial derivativesxat= 0 andx = L in Eq. (3.2) constitute
the Neumann type boundary conditions. The homogeneousiaoyioonditions
mean that the ends of the reackoe 0 andx = L are isolated and no heat flux

can enter or leave the reactor.
3.1.1.3 Gas phase mass balance

The concentration of a gas is changed when it moves from>rie0 to outlet

x=L. The change is brought by the chemical reactions and suip¢das phase
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velocity. In porous media, the superficial velocity is a hyymtical velocity
of gas phase considered over whole cross sectional areanbying the solid

phase [118]. Gas phase diffusion is neglected in Eqg. (3.3).

dG 1 dvg
= Vg( c.—+za.JRJ> (3.3)

whereC; is the concentration dth gas (mol/crd), Vg is superficial gas ve-
locity (cm/s) andh;j is the stoichiometric coefficient of gas reactionj (ajj is

positive for product gases and negative for reactants).
3.1.1.4 Gas phase energy balance

The gas temperature in Eq. (3.4) is only affected by convedieat transfer
effect and heat of water gas shift reaction. The accumulagions are neglected

due to quasi-steady state assumption.

ar 1
dx  vgCq

Cq = i;CiCpi

Hg = AHgRs

[hr (T —Ts) + Hg| (3.4)

wherecy, is the molar heat capacity of gagcal/mol/K)
3.1.1.5 Momentum balance equation

The solid species in the model are immovable, so momentuambalgiven by

Eq. (3.5) is only written for gas phase, using Darcy’s law.

dP _ vgu

dx 2K (35)

whereP is the gas pressure (atni) js the gas permeability coefficient (én

andy is the viscosity (Pa.s).
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3.1.1.6 Equation of state

Ideal gas law is used to relate the gas phase pressure, tgomeeaind concen-

tration in Eq. (3.6).

P
Cr = == (3.6)

8
Cr= i;Ci

whereRis the universal gas constant (&@tm/mol/K) andCr is the sum of

concentration of all the gases
3.1.1.7 Superficial gas phase velocity

The concentrations of all the gases are obtained from EB8), @hich are sub-

stituted in Eq. (3.6) to yield Eq. (3.7).

d VgdP  vedT RTE S
9T TPax T Tax TP 2R &7

3.1.2 Model parametrization

3.1.2.1 Thermal conductivity of solids

The effective thermal conductivity of solids is given by K8§.8) [39], which
takes into account conduction in solids and radiant trangfel conduction

through fluid adjacent to solids.

1-¢
(%) + (e
Ls=3.16x 10 1213
5.4 x 1071213
1- 0.125(%0

k=

+ gdL, (3.8)
)

L\/:
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where As and Ay are thermal conductivities of char and Ktal/s/K/cm),

respectively.
3.1.2.2 Interphase transport coefficients

The inter-phase heat transfer coefficiéntletermines how quickly the heat
transfers from one phase to another by the process of coonecThe heat

transfer coefficient is given by Eq. (3.9) [39].

0.51
h = 3Cqud“eT2s {6(1; ‘p)} « 1075 (3.9)

whered is particle diameter (cm).

The inter-phase mass transfer coefficient used in the ceaddies is given

by Eq. (3.10) [39].

ky = 0.1ht (3.10)

3.1.2.3 Chemical reactions and their kinetics

A large number of chemical reactions take place in an act@bgrocess. But,
in order to simplify the reaction kinetics, only six impantachemical reactions

are considered, which are listed in Table 3.1.

Itis assumed that coal and char have molecular form@itd, andCH;Op
respectively. The values af b, a, andb are determined by coal and char ulti-
mate analysis for the Lignite B coal of Thar coal field. The exoillar formula
for tar isCgH¢, where the hydrogen conteais chosen to balance the coal py-

rolysis reaction. It is arbitrarily assumed that tar hasrgarbon atoms.

The coal pyrolysis is an irreversible reaction, which imed the decompo-
sition of coal into numerous gases and char. Reaction§ are heterogeneous
reactions representing char oxidation and various gasditaeactions. The

water gas shift reaction is homogeneous as both the rea@engases.
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Table 3.1: Chemical reactions considered in the model
Sr | Chemical equations
1. | Coal pyrolysis
CHaOp — |as,,|CHaOp + |a11|CO + |a21|COz + |aga|H2 +
|a4,1|H20+ | a5 1|CHa + |ag 1 |CoHc
2. | Char oxidation
CHzOp + |a7,2|O2 — |a2,2|CO2 + | a4 2|H20
3. | Steam gasification
CHzOp + |aa,3|H20 = |a13|CO+ |ag3|H
4. | CO; gasification
CHzOp + |a2.4|CO, = |a14|CO+ |as4|H20
5. | Methanation
CHzOp + |ags|Hz2 = |a1,5|CO+ |as5|CHa
6. | Water gas shift reaction
|a1,6|/CO+ |ag 6|H20 = |az6|CO, + |agg|H2

3.1.2.3.1 Calculation of stoichiometric coefficients

Table 3.2: Input parameters for formulating stoichiontetoefficients

Sr

N o o b~ w0 D PRE

Parameter | Description

a,b Coal composition parameters

ab Char composition parameters

sy, Moles of char per mole of coal

az1 Moles of H, per mole of coal

as 1 Moles of CH, per mole of coal

S Atoms of C in coal which become atoms of C in TAR
r H to C ratio of TAR

The stoichiometric coefficient j in Table 3.1 are calculated using Eqg. (3.11)

by using coal, char and tar composition parameters in TaBle 3
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1 _
[aa| = 5 (a—adg,, 2851~ 4251 13) (3.11)
’all‘ =b-1+as, (1_ b_) —ay1+a51+S

!31,1\ =1l-ag,—a1—a831—S

20| = 3

2ol =5 = Jaudl
‘8.772‘:1%-%—2
assl=1+5-b = |a
aa3| =1-b = |ass|
ava| =2+ 3-b
ass| =2 5 -2

jass| =b

All the other coefficients in Table 3.1 have a unity magnitude

The rates of chemical reactions in Table 3.1 are given beitigh are taken

from [39]

3.1.2.3.2 Coal pyrolysis reaction rate

R, — 5L exp( _6039> (3.12)

Ml Ts

whereM; is the molecular weight of coal.

3.1.2.3.3 Char oxidation reaction rate

1

1 1
RCZ + kyy7

9.55x 10°p,y7P exp< —2%142) F-05
Re, = -
2

R = (3.13)
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T=BTs+(1-B)T
whereM; is the molecular weight of char aryd = C7/Cr is the molar frac-

tion of O,. For simulationg8 = 1.

3.1.2.3.4 Steam Gasification Reaction Rate

, ifys— ) >0
Re— | s = (3.14)
1 _ (Y3
R%s_k%yl, if yq KE3><0
Re, " ( y1y3>
RC — _
Vs ya =
p2y5P? exp<5.052— E@)
Re, " =

M, [y4P+ exp(—22.216+ ﬁfﬂ’)} ‘

wherey; = C1/Cr, y3 = C3/Cr andy, = C4/Ct are molar fractions of CO,

H> and HO respectively, an8g, is equilibrium constant for steam gasification
reaction.

3.1.2.3.5 CQ gasification reaction rate

Ry={ " 1‘<y72 ; (3.15)

_ R ( B v_%)
F2C4 - Vo Y2 KE4
1.15x 104p2y2Pexp< ‘23956>
R, " =

2
M2D

7549 3171
D=1+ 0.0l@lPexp(?) +O.21y2Pexp< >

-

wherey, = C,/Cy is the molar fraction of CQ andKg, is equilibrium
constant for CQ@ gasification reaction.
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3.1.2.3.6 Methanation reaction rate

1 N2 Y5
T, fys—(g=)>0
Ro— { M5 9% ( E5> (3.16)
1 2 Y5
, fys—(2) <0
S Y3 (KES
Rt ( Y5 >
RC5 y% y% KE5

Rt P2y3P? exp<2.803— E?—”)
5 pu—

Ma [1+ysPexp( 10452+ 116%8)

whereys = C5/Cr is molar fraction of CH, andKg; is equilibrium constant

for methanation reaction.
3.1.2.3.7 Water Gas Shift Reaction Rate

L, ifCC— ($2) >0

Rg = Reg ' kyva (3.17)
1 if — (S
i fOC (%) <o
Re, t C:Cs
- CiCs—
R = G \ % ke,

Re, ™ = 3x 107¢C1Cy exp<_7_|~_250)

whereC,, Cy, C3 andC,4 are concentrations of CO, GOH, and HO re-

spectively, andKg, is equilibrium constant for water gas shift reaction.
3.1.2.4 Thermodynamic properties of solids and gases

Constant values are assigned to the heat of the readtidpsind equilibrium
constants of the reaction ratg,. The specific heat capacity of coal is also

constant, while that of char is given by Eq. (3.18) [39].

Cs, = M2 (g, +0.88a+5.80) (3.18)
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wherecg, is molar heat capacity of graphite (cal/g/mol/K).

The specific heat capacities of gases are functions of ordytgapera-

ture [119], there polynomials are given by:

CO: cp; = 0.0015T +6.39
CO,: cpp = —0.0000038 2 +0.010T + 6.30
H, : cpz = 0.00000069 2 — 0.00057T + 7.10
H2O(g) : cps = 0.0028T +6.97

CHa : cps = —0.0000048 2+ 0.019T + 2.65
Ny : cps = 0.0014T +6.38

O, : cp; = —0.00000172 4 0.0037T +5.90

tar:cpg =Cs, —Cs,

3.2 Method of solution

The UCG reactor model yields two sets of equations, a set eéelérst order
gas phase ODEs in length domain: Eq. (3.3) for all gases, gsd(B.4), (3.5)
and (3.7), and a set of three solid phase PDEs in time and :spacé3.1) for
each solid and Eqg. (3.2). These equations can not be soladytianlly, because
they are highly nonlinear and strongly coupled. The cowpéind nolinearity is
introduced by the model parameters given in Section (3.4¢rdfore, both sets
of equations are numerically solved to yield 2D solution égery dependent
variable as a function of simulation time and length of thaecter. The solid

phase equations are discretized before they are solvedrinathe

3.2.1 Discrete equations for solids

The finite difference method is used for the numerical soiuf the solid
Egs. (3.1) and (3.2), which yields an approximate solutowpf (t,x) andTs(t, x),

at a finite set of andx. It is assumed that the discrete point$ emdx are uni-
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A A
t

O------
O------
O------

m+1 O O j O O
m O O O O O
m-1 O O O O O
) ) ) ) )
U/ \/ A\ ./ ./
t=0 5551 B
1 n-1 n n+l N
x=0 x=L

Figure 3.2: Mesh on a semi infinite strip used for the solutérsolid equa-
tions: z(t,x) = [p; TS]T. The black squares alorig= 0 represent
the initial distribution: z(t = 0,x), while the white squares along
X = 0 lines represent the boundary valuest,x=0). The finite

difference approximation is computed on the white circles.

formly spaced over the intervals0t < tnhaxand 0< x < L respectively, where
tmax (S) is the maximum time for the simulation. The solution donfar dis-

crete solid equations is shown in Fig. 3.2.

The discrete pointg, € x andt,, € t are given by Egs. (3.19) and (3.20)

respectively.

Xn=(N-1)Ax, n=212...N (3.19)
L

AX= ——

*“N-1

tn=(mM-1)At, m=12...M (3.20)
tmax

Ot =
M-1
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whereN andM are total number of spatial and temporal nodes respectively

Ax s the step size for length ad is the step size for time.
3.2.1.1 Finite difference approximations for partial derivatives

The general form for the discrete equivalents of the cowotiisupartial deriva-
tives used in the numerical solution of the solid equatioeg@en by Egs. (3.21),
(3.22) and (3.23). The first order partial derivatives angrapimated with for-
ward difference method, while the second order centraeidfice is used for

the second order partial derivative.

X frl_ fm

i (3.21)

ox|, ~ 7 ax (3.22)
~ 2

0% |, Ax? (3.23)

wheref (t,x) is an arbitrary function
3.2.1.2 Discrete mass balance

The mass balance in Eqg. (3.1) is a simple PDE, which involvdg ane partial
time derivative. The forward difference (FD) method is usedliscretize the
Eq. (3.24).

1 m 6
PiT+ — P,
T et Mi jzlasj RT;:

6
pir:+1 = AtM z ag; R + o' (3.24)
=1
s

pi}] = Pip (N)

Wherepi}1 corresponds to the initial valuen(= 1 corresponds to= 0, see

Fig. 3.2) of solid density at.
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3.2.1.3 Discrete solid temperature

The forward time centered space (FTCS), a finite differenchrtigue [120]
is used to solve Eq. (3.2). This technique is not uncondatigrstable like its
companion finite difference techniques: backward timeerext space (BTCS)
and Crank Nicolson [120]. However, FTCS method has two adgastaver
its finite difference counterparts, it is easier to impletreamd it offers reduced
computational time. The computational cost matters a latf® numerical solu-
tion of the complex UCG reactor model over a longer periodroéti Therefore,
solid temperature is discretized using FTCS scheme, ancttéet®n ofAt and

Ax enures the convergence of the solution.

By using the discrete derivatives in Egs. (3.21), (3.22) &133), the up-
dated value of solid temperaturﬁs"n‘“rl is given by Eq. (3.25).

TSTHAt_ = - (Alx;C(;z [kﬂ“ (TST*l - 205+ TSTH) + (TSTJrl —Ts ) (K1 — krrp)}

(TP -1 A

Car Car
Tl = A—tA(Xlng ) K (T, =T KT (T, =T |+ A (E;n_ )
s 8 (3.25)
Car

where porosity of the coal beglis constantCsn andhi)' are functions opim
andT," respectively, anéq' andHg' depend oril{". The valueT " is obtained

from the solution of Eq. (3.4).

In order to obtain the valueR*™* and TJ*"*, the homogeneous Neumann
type boundary conditions in Eq. (3.2) are discretized byvésd difference
method to yield Eq. (3.26).
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TS:1n+1_T5T_
AX
T =T (3.26)
TST:TS’;, nN=1=— x=0
T=T . n=N-1= x=L

Now the boundary values at advanced time can be computedisyitsing

n=1andn=Lin Eq. (3.25).

At(1- ) Ath? (T =T
T = ey K (=T +18 (1T + = —
AtHE
- 24T

Cyr

o= A9 e (1 1) i (7)) ¢
_MHD T

Car

where the fictitious valueg]' andTg" | can be found by substituting= 0

Ath (T —Td0)

Car

andn = N in Eq. (3.26) respectively.
3.2.1.4 Computation of solid solutions on the mesh grid

In order to show the progression of the solid solutions onrtiesh grid in
Fig. 3.2, a single molecule is shown for the computation d)lhlp:@}‘*l andT{™1
in Fig. 3.3.

The FD scheme for obtaining updated solid density is preseantFig. 3.3(a).
In order to comput@{l‘ﬁl, it is required to evaluat8in Eq. (3.24) at only one
point(m,n). For the FTCS method in Fig. 3.3(b), the updated soluT@‘*il re-
quires the information for current tinme at three adjacent locatiorge, n— 1),

(m;n) and(m,n+1).
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m+l O m+1 0
m O m O O O
n n-1 n n+1
(a) Forward difference (b) Forward time centered space

Figure 3.3: Computational molecules for finite differencpragimations of solid

phase equations.

3.2.2 System of gas equations

The first order gas phase ODEs with boundary conditions &endielow:
6 _1( d%, <. r
dx  vg | dx jzl""” )

M (x=0)=[0 0 0 Cs 0 Cg Cz O

0, ignition
Csy =
ACy,, gasification

dT 1

&——E[hT(T—Ts)ﬂLHg]

T(x=0)=To

dP _ _ Ug

dx 2K

P(x=0) = PRy

d ugdP ugdT RT3

—ug=—2 22—+ — aiR;

dx ¢ Pdx T dx Pi;gljj
u

Vg(x=0)= ————

ol ) 574G (x=0)

where the elements @ (x = 0) represent initial concentration of CO, GO

H», H20 (g), CHy, No, O and tar respectively) is the steam to oxygen ratio at
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x = 0 andu is the flow rate of the injected air (mol/&fs). The gas phase equa-
tions are solved simultaneously as a boundary value prglbiesnching from
inlet x =0 to outletx = L. The dynamics of the UCG reactor change abruptly
around a location, along the length of the reactor, wherermog O reacts
with char. This location is formally known as thmeaction front Therefore,
the system of equations become stiff around the reactiant,fiehich gener-
ally requires a solver with very small step size, otherwisedolution does not
converge. Apart from the reaction front, the dynamics ofghs phase change
rather slowly, and a solver with relatively bigger step sia@e be used. In this
scenario a fixed step solver increases the computationgblegity, because it
keeps a smaller step size even for the coarse zone (reging edactor length
where dynamics are slow). Therefore, the gas phase eqsatiersolved using
TR-BDF2 an implicit Runge-Kutta algorithm [121], which is a varialdtep
solver. The step size for this solver is adaptive, smallertlie refined zone

(region around the reaction front) and bigger for the coacse.

3.2.3 Overall solution strategy

The UCG reactor model is solved in MATLAB, according to the flowad in

Fig. 3.4 [122]. The solution starts by initializing coal pareters and solid phase
equations and then solving gas phase system for genertgingtial distribu-
tions. The initialization of solid temperature mimics igon of coal bed, which

is very critical for solution of the system. When solution gmesses in time the
solid phase system is updated first and then the gas phasensigsadvanced

in time using the updated solution of solid phase systemid$dlase system
uses reaction rates at current tilRét, x), whereas the gas phase system uses
the updated reaction rat€gt + dt,x). The solution of the UCG reactor model
evolves in both time and space. The change with time is brooglthe solid

phase PDEs, whereas the change in length domain is causkd gsg ODEs.
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I/P all the coal _ Initialize solid phase
Start > t=0sec [
parameters system

solid(t=0,x)

Solve gas phase system by TR-BDF2, using R(0,x) and
boundary conditions for gas phase

gas(t=0,x)

-

\ 4

e |

Solve discrete solid phase equations using R(t,x)

No solid (t+dt,x)

Solve gas phase system by TR-BDF2, using R(t+dt,x) and
boundary conditions for gas phase

gas(t+dt,x)
) 4

tend

Yes

v
End

Figure 3.4: Solution strategy for the UCG reactor model

The model is simulated in the ignition phase for first 1000 & afterwards
in the gasification mode. The ignition phase acts as thalmtndition for the
gasification phase. During ignition, coal bed is heated tolgyge the coal into
char, and to achieve a sufficient temperature for subsemasification reac-
tions. Due to the absence of steam in the UCG reactor, theaqggif reactions
do not occur in the ignition phase. In gasification mode, amapn amount of

steam is required to facilitate the production of syngastiriguthe field trials,
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the inlet gas does not contain any steam. This means watehwitrudes into
the UCG reactor from surrounding aquifers, and moistureainatl in the coal
converts into steam and assists the gasification reactidmsamount of water
influx in to the UCG reactor can be controlled by varying thesptge in the

reactor [123].

3.3 Model capabilities

The input parameters for the base case simulation are giveabile 3.3.

The simulations are performed for 24 hrs, and during thig tihe coal bed
is only consumed up to 650 cm. Therefore, in order to bettalyae the results,
only the selected portion of the reactor is shown in the syioset figures. The
selected region highlights the fine details of the solutianables. Some impor-
tant results of the model are discussed in subsequent patagrwhich show
that the solved model is capable of predicting some impogarameters of the

UCG process.

Fig. 3.5 shows the movement of length profiles of solid andgaperatures
with time. For all the given cases, gas temperature folldvessolid tempera-
ture, the gas temperature increases if it is less than the sohperature and
it decreases if it is greater than solid temperature. Thiel $einperature pro-
files contain a lot of information, e.g. at 5 hrs the region velie, T > 430 K,
is called the reaction zone, which is shown in Fig. 3.6. Tlitdeundary of
the reaction zone wherR rises to its maximum value is known as tfeaction
front (shown in the zoomed portion of Fig. 3.6). It is the locatiohene the
system of equations become stiff. The sudden increaggisdue to the highly
exothermic char oxidation reaction. The hump towards thktrboundary of
the reaction zone points to another important locatioedaspyrolysis front
It is the location along the length of the reactor around Whiigal is pyrolyzed
from the heat coming from the oxidation zone. The region teetbe reaction

front is called rubble zone, while beyond pyrolysis fronthie unreacted coal.
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Table 3.3: Input data for the base case simulation

Parameter Value

Coal type Lignite B, Thar coal

Reactor lengti. 2500 cm

Permeability of coaK 150D

Particle diameted lcm

Coal bed porosity 0.2

Maximum simulation timémax | 24 hrs

Step size for time\t 20s

Step size for lengtihx 1 cm (only for discrete solid equations)

Initial values for gas phase

Flow rate of injected aiu 2 x10~*mol/cn?/s
Mole fraction of & 0.21
Mole fraction of N» 0.79
Steam to oxygen ratid 2.5
0, for ignition

Concentration of steamy,
ACy,, for gasification

Gas pressurg, 6.1 atm
Gas temperaturg 430 K
Initial solid distributions
P1, (X) 125 0<x<L
P2, (X) 0, 0<x<L
(970<+430, for0<x<1
T () —107.7x+ 15077, for1<x<10
430, for10<x<L

\

The reaction zone is shown in Fig. 3.6. For avoiding compyeixi solu-
tion of the system, all the reversible reactions are comsttiéo proceed in the

forward direction only. All the reactions have differentiaation energies, so
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Figure 3.5: Profiles of solid and gas temperatures alongetigtt of the reactor

at different simulation times.

they are activated at different temperatures. Along withdbpendence oR,
the heterogeneous chemical reactions also depend on ftitebditg of reactant
gases, e.gR has a significant value around the reaction front wheres@vail-
able. Similarly, the magnitudes &, R4 andRs5 also depend on the amount of
H»0 (g), CO and H present in the reactor, respectively, IR maximum near
the pyrolysis front, where the coal is in excess. It can be $emn Fig. 3.6
that the process of UCG is dominated by three reactions: gwalysis, char

oxidation and steam gasification.

Fig. 3.7 shows dry gas molar fractions along length.cG@ming from the in-
let well remains unreacted until the reaction front, where éntirely consumed
by char oxidation reaction giving rise to G@n the reactor. Mole fraction of
CO, remains constant until the pyrolysis front, where it sliglitecreases due
to less increase in the concentration of @ pyrolysis reaction as compared

to the other volatiles. CO is generated at the reaction frgistéam gasification
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Figure 3.6: Reaction zone at 5 hrs, showing the rates of althieenical reac-

tions. The zoomed portion of the figure shows the reactiontfro

reaction, when CO moves towards the outlet well it is completensumed
by water gas shift reaction before its regeneratiorRby Like CO, H, is also
produced by the steam gasification reaction, on its way tsvas= L its con-
centration is first increased by water gas shift reactiomgallsincrease) and
then by pyrolysis reaction (a large increase). ,Githd tar are the products of

pyrolysis reaction, which are produced By near the pyrolysis front.

The densities of coal and char are shown in Fig. 3.8. Coal tisllyi dried
and then pyrolysed (heating in the absence gfl§y heat generated in the reac-
tion zone mainly due to the char oxidation reaction, the potglof pyrolysis are
char and gases which reside in the reaction zone to assestretictions. Char
is produced at the pyrolysis front and consumed at the m@aétont, between
the boundaries of reaction zone it remains constant. Thsitgedistributions
of coal and char are pushed towards- L with time, as the process of UCG

proceeds.

60



3. Computer Model of UCG Process

25
CO

20

10

Dry gas mole fraction (%)

5k Ci tar b
0 - | | |
0 120 240 360 480

Reactor length (cm)

Figure 3.7: Mole fraction of gases without steam along tingtle of reactor at
5 hrs.

Fig. 3.9 shows the movement of pyrolysis and reaction fromisards the
production well, with time. The results in Fig. 3.9 give a gbuapproximation
of the expected life of UCG reactor. The instantaneous diffee between the
locations of the fronts gives width of the reaction zone.. Bi§ shows that re-
action zone is widening with time, this information is alsaplicitly provided
by Figs. 3.5 and 3.8. The fuel for the reactor is coal and cAdren pyrolysis
front reachex = L the coal bed is almost exhausted. The process ends when
all the char is consumed in the reactor, which is indicatedeaygtion front ap-
proaching«= L. Actually all the chemical reactions take place betweeaotiea
and pyrolysis fronts (see Fig. 3.6), therefore when readtiont approaches the

outlet well all the reactions stop and the process ends.
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Figure 3.8: Solid phase densities as a function of lengthiféerent simulation

times.
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Figure 3.9: Movement of pyrolysis and reaction fronts withe.
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The information provided by the above results can not beidtafrom
UCG field trials. Because, it is not possible to install devioesneasuring these
parameters at every critical location. Therefore, the oflsuch a computer

model is very important in understanding the hidden dynamafdhe process.

3.4 Study of parametric variations on the process

This section shows the effect of varying some important afeg conditions
on the dynamics of the UCG process. The simulation resultslaoen for
the distribution of solid temperature and the heating valube product gases.
The solid temperature also gives an implicit informatioroatbthe chemical
kinetics and conversion rates of coal and char, while thérgeaalue contains
information of the product gas composition. Thereforeséhsvo variables can

depict the whole picture of the UCG process.

The heating value is calculated as mentioned in [124] giveRdp (3.27).

y=mco(L)Hco+ My, (L) Hu, +McH, (L) HcH, + Mear (L) Htar (3.27)

me, (L) = 100x =

T Ix=L
. 8
Cr= G
i:§7é4

wherey is the heating value (KJ/# of the solved model at=L, mg, (L)
Is the percentage molar fraction of gaat x = L, H; is the heat of combustion
of ith gas (KJ/md) gas andCt (mol/cn?) is total concentration of gases without

steam.

3.4.1 Effect of varying the inlet feed of Q

Here the effect of changing the inlet feed of G the UCG process is studied.
Three different cases are considered in which the percemtegar fraction of
injected gases id\y = 85%&0, = 15%, Ny = 79%&0, = 21% (air, which is
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3. Computer Model of UCG Process

the base case) ad = 70%&0, = 30% respectively. The remaining input

parameters are same as in Table 3.3.

Fig. 3.10(a) shows the spatial distributionsTgffor the three cases at3
hrs. It is observed that the temperature at the reactiort incneases with the
increase in the inlet ©feed, which is due to the increase in the exothermic char
oxidation reaction. It can also be observed that by incnggidie Q concentra-
tion, the velocities of reaction and pyrolysis fronts anel Width of the reaction
zone also increase. This means that rate of conversion disesen greater

than that of char.
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e
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(8) Ts(x) att = 4.5 hrs (b) y with time in gasification phase

Figure 3.10: Effect of varying inlet concentration o3 @Gn spatial distributions of

solid temperaturés and the heating valugof the product gas

With the increase in @ concentration, the concentration ob® (g) in-
creases and that of Ndecreases. Due to the increased concentration of the
reactant gases, the heating value of the product gas in Rig([8 is highest for

O, = 30%, because the coal consumption is the largest for thes cas

3.4.2 Effect of varying H,O (g) to O, ratio: A

It is very important to note that #D (g) is not the part of inlet gases. In order
to simulate the effect of water influx it is assumed that a gjgeamount of
H20O (9g): ACo, is available atx = O for the gasificaion reactions. Therefore,

varying the value ofA only changes the concentration op®l (g), while the
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3. Computer Model of UCG Process

concentration of the injected Nemains unchanged.

As discussed previously thab@ important for providing heat through oxi-
dation of char, which is useful for the endothermic gasiftwateactions. On the
other hand it is also responsible for the production obOf&hich decreases the
heating value of the product gas,® (g) is also a very important reactant for
the UCG process, as it increases the heating value by agsisgrproduction
of Hy and CO by HO (g) gasification reaction. But, the endothermicity of the
H»0O (g) gasification reaction decreases the temperature oé#utor, which in
the extreme case can extinguish the process. In short, i@gptimalues of both

02 and HO (g) can yield a higher heating value over a longer periodhoé t

Here the results are shown for three different cages:1.5, A = 2.5 (base
case) and\ = 3. The injected gas composition and remaining parameters ar

similar to the base case simulation.

Fig. 3.11(a) shows that as the amounfdhcreases, the maximum value of
Ts at the reaction front decreases. This is due to the increaeiconcentra-
tion of H,O (g), which increases the rate of endothermi®OHg) gasification
reaction. It can also be seen that the width of the reactioe ®quite similar
for all the cases, which means that the conversion rate falraoed char, or the

velocities of reaction and pyrolysis fronts are same.

1200 5000
. "’E
< 1000 =
) X 4500
2 g
< 3
S 800 S
o ()]
(S £ 4000
2 600¢ g
T
000 50 100 150 200 3500O 2 3
Reactor length (cm) Time (hrs)

(@) Ts(x) att =5 hrs (b) y with time in gasification phase

Figure 3.11: Solid temperature and the heating value ofymroglas for three dif-

ferent values ofA
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3. Computer Model of UCG Process

The dry heating value (without 4D (g)) for different values of is shown
in Fig. 3.11(b). By increasing the value afthe amount of reactant gases is
also increased, thus increasingThe decrease in the concentration ofH(g)
at lower values ofA, increases the molar fraction of;Nh the reactor, which

causes the decreaseyin

3.4.3 Effect of change in flow rate of injected gases

Here the effect of the variation in the flow rate of inlet gagestudied for
three different casesy = 10~4 moles/cm/s, u, = 1.5 x 10~% moles/cm/s and

us = 2 x 10~* moles/crd/s (base case). The inlet gas is air ang: 2.5.

In Fig. 3.12(a), as the flow rate is increased from— us, the overall mag-
nitude of Tg distribution and the width of the reaction zone are alsoaased.
Which indicates that the increase in the reactant gasestresmaagnitudes of
the chemical reaction rates within the UCG reactor. Thusrakes of conver-

sion of coal and char are also greatestugr

The results in Fig. 3.12(b) show that for higher flow rayadecreases and
vice versa. This scenario can be explained by investigdfing(3.27). The
increase in the value of flow rate increases the reactansgaseN. The in-
creased value of 30 (g) increaseso andmy,, while the higher concentration
of N» increaseng. Due to its initial higher value, the increase in dbncentra-

tion dominates the reactant gases, hence redycing

The flow rate of the injected gases is always boundeé: u < uy, wherey,
anduy are lower and upper bounds amespectively. Fou > uy, the increased
amount of BHO (g) may start eating up the temperature of the reactor aalfiyfin
extinguishing the process. The temperature of the reaztoe can also drop
below the critical value fou < u;, which results from the deficiency ofGn

the reactor.
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Figure 3.12: Solid temperature and the heating value feetkifferent flow rates
of the injected gasesu; = 10~* moles/cm/s, u, = 1.5 x 10~

moles/cn/s andus = 2 x 10~* moles/cm/s.

3.5 Conclusion

The computer model of the UCG process is developed and theadsby using
the parametrization of the Thar UCG setup. The solved modeapable of
providing estimates for some important parameters of theqss, such as solid
and gas phase compositions and temperatures profiles withvengnreaction
zone. A comprehensive parametric study is also conducteddsolved model,
which shows that the rates of conversion of coal and charteddmposition of
the product gas are sensitive to a range of operating condjtsuch as amount
of Oz in the inlet gas, HO (g) to G ratio at the inlet and molar flow rate of the
injected gas. These results can be used to find such a setratiogeconditions

which can increase the performance of a UCG process.

The computer model of the UCG process is validated in the rexter by
comparing the results of the solved model with the expertaigesults of the

gasification of Block V of the Thar coal field.
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CHAPTER 4

Optimization and Model Validation
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4. Optimization and Model Validation

The computer model of UCG developed in the previous chaptetidated
by comparing the results of the solved model with the UCG fiesd. tPrior to
the model validation, some uncertain parameters are g@oniThe optimiza-
tion is performed to compensate for the uncertainty in coal ehar ultimate
analysis, which is generally caused by the repeated maasuts of different
samples, and in $O (g) to G ratio at the reaction front. Two different con-
strained nonlinear optimization problems are formulatetich differ in the

number of optimization variables and constraint equatj@@g, 125].

The main components for the experimental set up of UCG field aes
discussed in Section 4.1, the optimization of the UCG modekrésented in
Section 4.2 and the results of model validation are showreitti®n 4.3. The

chapter is concluded in Section 4.4.

4.1 Experimental setup

The working of experimental setup is shown in Fig. 4.1, whechomposed of

following important components:

Gas mole fraction

Control room

l

Heating value

HP air during reverse
combustion

4

HP compressor Coal bed acting

————» Gas analyzer
LP compressor as UCG reactor y

Output

Air during gasification

Figure 4.1: Block diagram of the UCG setup

4.1.1 Control room

The control room holds programmable logic controllers (PL&&] the control
valve. The percentage opening of the control valve setsithwa rate sent to

the coal seam during reverse or forward combustion of umdengl coal seam.
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4. Optimization and Model Validation

The opening of the valve is controlled by the PLCs. The datgitagfor the

product gas mole fraction is also carried out in the contwohn.

4.1.2 Compressors

Due to the low permeability of virgin coal seam, it does naavalgases to flow
through it. Therefore, prior to the process of gasificatigeaneable link is es-
tablished between the inlet and outlet wells. The estaiesti of a permeable
link between the wells can be accomplished by a number of knoall link-
ing techniques [126]. The technology used for this expenineecalled reverse
combustion linkage (RCL). During the process of RCL, the higlsgues com-
pressors in Fig 4.2 are used to supply air to the coal seamkeJgdsification,
which is also known as forward combustion, RCL involves ing@tof the oxi-
dants in one well and ignition of coal seam from the other. itle@ is to make
the combustion front propagate towards the source of okidénich results in
the establishment of low hydraulic resistance path betweewells [127]. Dur-
ing gasification of coal seam, the low pressure compresdeigird.3 is used to

supply air to the already ignited coal seam.

Figure 4.2: SIAD TEMP® 1500 high pressure compressors

70



4. Optimization and Model Validation

Figure 4.3: Atlas Copco GA 250 low pressure compressor

4.1.3 UCG field

A part of Block V of the Thar coal fields is shown in Fig. 4.4, wiiconsists
of a network of pipes and wells. The blue pipes take air at aiBperessure
and flow rate to the injection well, while the red pipes camgduct gas to the
gas analyzer from the outlet well. In a commercial UCG procesgeral coal
seams are gasified simultaneously and the product gas igerecbby multiple
production wells. However, this experiment was performadacsingle coal

seam having thickness of 5 m and located at the depth of 14dmtfre surface.

4.1.4 Gas analyzer

The gas analyzer (Fig. 4.5) is integrated on line, the stsammoved from the

gas mixture and the molar fraction of remaining gases is areds
The technologies used to measure molar fractions of diftegases are

listed below [124].

e CO, CO, CH4 and higher hydrocarbons:,&, are measured by dual

beam non dispersive infra red (NDIR) detectors.
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=
Pipe carrying air from
compressors

Pipe carrying product gases
to gas analyzer

Figure 4.4: UCG field

e H» is measured by Thermal conductivity (TCD) detector.

e A galvanic fuel cell is used to determine the percentagenaelgontent

of Oz in the sample gas.

The heating value of gases is calculated by using followatgtionship:

Yexp = MCOepHCO 4 Mo, HeHm - MeH,,,  HeH, + My, HH, 4.1)

whereyexp is the experimental heating value of the product gas (R1/m

andm__ and H; are the experimental percentage molar fraction and heat of

exp

combustion (KJ/r) of gas componeritrespectively. The measurements show

that there are only traces 6fHn, in the product gas.

4.2 Optimization

According to Antoniou and Lu [128], "The process of optintipa is the pro-

cess of obtaining thbest if it is possible to measure and change whajasd
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Figure 4.5: GAS 3100 R coal gas/syngas analyzer

or bad” The theory of optimization involves the quantitativedyand methods
for finding the optima (maxima or minima) of a function. On thiher hand,
optimization practice is comprised of all the methods, athms, procedures
and techniques used for finding the optima. Optimizationapgdication in al-
most every branch of science, such as, engineering, phgsicel sciences and

economics, etc.

The most general approach to solve optimization problentisreaugh the
use of numerical methods, which is also knowmaghematical programming
This approach can solve real world optimization problem wilarge number
of optimization variables. In mathematical programingtimpzation variables
are initialized and iterative numerical techniques aredusegenerate a series
of progressively improved solutions. The numerical roaiis only terminated
when some convergence criterion is met. This normally happe/hen the
changes in the cost function and the independent variablésa successive

iterations become insignificant.
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4.2.1 A general optimization problem

Before solving an optimization problem, it needs to be trameéd in to a gen-

eral frame work:

mingf (x) for xegF (4.2)
ai(x)=0 for i=12...,m (4.3)
Bij(x)>0 for j=12...,z (4.4)
F={x1ai(x)=0 & pj(x)>0} (4.5)

wherex” = [x1,%o,. .., %] is the vector of optimization variable§(x) is the
objective or cost function to be minimized, (x) andp; (x) aremequality andz

inequality constraints respectively, agid- 0" is the feasibility domain of (x).

There are three main components of an optimization problem:
4.2.1.1 Optimization variables

The optimization variables iR can be independent variables or some control
parameters that can be manipulated. The identificatiorisovery critical in the

formulation of an optimization problem.
4.2.1.2 Objective function

The objective functionf (x) is scalar and it can have various forms. It can
represent the cost of a product in a manufacturing enviromrae it can be

the difference between the desired and actual performaneesystem. The
elements ofx can influence the cost of the product in the former case or the

actual performance in the latter case.

Unlike (4.2), sometimes it is desired to maximiizéx). But, still in this case

the generality of (4.2) holds, because:

max(f (x)] = —min[—f (X)]
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In some applications, it is desired to optimize a set of dcttfunctions of
X, simultaneously. This situation can arise during the smhudfr simultaneous

algebraic equations:

fix)=0 for i=212...r

In this way a vector of objective functions can be obtained:

fT(x):[fl(x) f2(X) ... fr(X) (4.6)

Now the problem is to fina* (solution of the optimization problem, repre-
senting an optimum value of which yieldsf (x*) = 0. Most of the times it is
not possible to find such axi which reduces alf; (x) to zero simultaneously.

But it is possible to findf (x*) ~ 0, which meets the desired level of accuracy.

A similar situation arises in engineering applicationsevef (x) is also a
continuous function of other independent variables, sctinae. In this case
f (x,t) represents a vector of distinct functions, evaluated & mifit time in-

stances:

T =[fit) fxt) .o f(xtg)] (4.7)

wherety, tp, . .., tq indicate the instances of interest, whére,t) is sampled.

If f(x 1) is replaced byf; (x) then Eq. (4.7) becomes Eq. (4.6). The solu-
tion for this problem will also be an approximation, becatrsedetails of the
function between the consecutive samples is ignored. Hexvéwe accuracy of
the solution may be increased by increasing the number oplesmwhich on

the other hand will increase the computational cost of thisveoe.

As it has been said previously th&fx) is scalar, therefore, the problem of

minimizing a vector of objective functions in Eqgs. (4.6) a@d7) is generally

75



4. Optimization and Model Validation

transformed in to theormminimization problem. Thé&p norm of vectorf (x)

is:

r 1/p
frooll=to= 3P 49

The three most common typeslof norms used foff (x) are given as:

| f ()], = Ll:;“i (X)| (4.9)
g ; 1/2

[f(x)],=L2= (Z‘ f (x)f) (4.10)

Hf(x)HooEszlrgiaBﬂfi (x| (4.11)

Egs. (4.9), (4.10) and (4.11) are obtained by substituting1, p = 2 and

p = o in Eq. (4.8) respectively. In optimization problems invialy || f (x)

11
the sum of the magnitudes of individual elementsf@k) is minimized. For

| f ()|, the Euclidean nornis minimized, and if the square root is omitted,
then the sum of the squarg$ (x)Hg is minimized and the problem is formally
known as deast squares problentventually for|| f (x)||.,, the maximum value
of the magnitudes of individual functions is minimized, wihis called amini-
max problen{128].

So far, the choice of objective functions give same weightaghe individ-
ual functions inf (x), which results in the same residual eredor the functions.
But in some applications, it is required to give more emphtasike critical el-

ements, which results in the following objective function:

r 1/p
[T, =Lp= (lei}fi <x>|") (4.12)

where the design variabig > 0O is the weight off; (x).
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Now if the error in one element is:
error {wi| fi (x)|} ~ €
then for the individual function:

error{\fi(x)}}zW

€
i

which shows that the element with higher valuewhas a smaller residual error

and vice versa. In this way a distinct function or a functiom aritical instant

can be given more emphasis.
4.2.1.3 Constraints

There are two types of constraints in a constrained optitoizg@roblem: equal-
ity (Eg. (4.3)) and inequality (Eg. (4.4)). The equality stmaints confirm that
the solution of the optimization problem does not violatg plnysical law, while
the inequality constraints are imposed to ensure physezllzability of the
problem. These constraints define the domain of feasild§lifgr the compu-
tation of f (x). All the points belonging tg are called feasible points. For the

solution of the optimization problem to be valixf: € §.

If all the constraints are equalities then the feasible {saane located on the
intersection ofm hypersurfaces correspondingdp(x) = 0 (Eg. (4.3)). On the
other hand, if all the constraints are inequalities, they tivide 1" into three
types of points. I{3j (x) > 0, V] then the point is called anterior point, where

as, 3j (x) = 0 represents boundary poin&andf;j (x) < 0 is anexterior point

4.2.2 Types of mathematical programing

Based on the structure of the optimization problem in secti@nl, the mathe-

matical programing is classified into the following type283].
4.2.2.1 Linear programing

In this type of mathematical programing, the objective aowstraint functions

are linear. A general structure of such problem is givenwelo
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n
minxf(x):Z\y,xi for xeO™"
=
n
aj(x):zl&jxi—ujzo for j=12,...,m
=
n

Bk (X) = Zr’ini—Vj >0 for j=1,2,...,z
i=

Whereyhdj:r’i,jaujavj cO™.

The simplex method and interior point algorithms are usebbee the linear
programing (LP) problems. However, the interior point aions are much
more efficient for LP problems with sufficiently large numizéroptimization

variables.
4.2.2.2 Integer programing

It is a special case of linear programing (LP) in which at fesmme of the

variables are assumed to be integers only.
4.2.2.3 Quadratic programing

A quadratic programing (QP) problem is usually represeated

minf (X) = o+ a " x+x" Qx

BTx>y

where f (x) is the quadratic objective function i a € O™, Q is the
positive definite or semi positive definite, symmetric andasg matrix,3 €

09%1 qis the number of linear constraints aagle 0.

The QP problems are efficiently solved using convex progngr(ttP) algo-
rithms, such as, QR decomposition based methods, cuttarg@nd ellipsoid

algorithms.
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4.2.2.4 Nonlinear programing

In nonlinear programing (NLP) the objective and constréunictions are non-
linear functions of the optimization variables. It is the shgeneral type of
mathematical programing, and LP and QP problems are caoeside special

cases of these types of optimization problems.

The NLP problems can be solved by using various methods,hwhaude
but not limited to penalty and barrier function methods,digat projection
methods and sequential programing (SQP) algorithms. THe ®€thods are
highly efficient for NLP problems with smooth objective anshstraint func-
tions [129-131].

4.2.2.4.1 Sequential quadratic programing

The SQP method is based on the divide and conquer rule. A NaBlgm is
divided in to a sequence of QP subproblems. The objectivetitumof a QP
subproblem is a quadratic approximation to the Lagrangiactfon, whereas
its constraints are the linearizations of the original ¢nsts. The QP subprob-

lems are iteratively solved to reach the solution [132].

In order to demonstrate the SQP method, it is convenientdonsder the

NLP problem defined by Egs. (4.2), (4.3), (4.4) and (4.5).

mincf (x) for xe0O"
ai(x)=0 for i=212....m
Bj(x)>0 for j=12,...,z
F={x:ai(x)=0 & pBj(x)>0}

wheref (x), a(x) andfB(x) are continuous functions and their second partial

derivatives exist.

The Lagrangian functional associated with the problemvsmgby:
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Z (xp,u) = f(x)+pTa(x)+u"B(X)

where vectorg € (0™ andu € (0% are referred to as Lagrangian multipliers.

A simplified SQP method for solving the above NLP problem igegiby
the following Algorithm [131, 133]:

1: Setx = x? (XY need not to be feasiblel,= 0 and initialize the tolerance

2: Evaluate the search directiofl by solving QP subproblem.

3: Determine the step lengtt? by a 1D minimization of a merit function:
M (X +c0dO)

4: Computext = x0 +c°d°

5: while ||ckd¥|| > ¢

6: Setk=k+1

7. Evaluated® by solving QF subproblem

8: Determineck which minimizes:.# (x<+ ckd¥)
9.  Computex*t1 = xK 4 ckdk
10: end while

11: Output: x* = xk+1

where the function# guarantees a sufficient decreasef {x) and it also

ensures the fulfillment of constraints alodwith an appropriateX.

The search directiod is the solution of the followingQP¥ subproblem.

n}jin {%defkwAf(xk)Td}
st. Aai(x)Td+ai(x)=0,i=1,2,...,m
AB; (%) Td+ Bj (%) < 0, j € o/ (X°)
d(X)={je{1,2...,2}|Bj(x) =0}
where 7 is the Hessian of the LagrangianZ.Z (xX, p¥, u¥) and .7 (x¥)

refers to the set of active constraintscat
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4.2.2.5 Dynamic programing

In this approach a complex problem is divided into a sequehsenpler prob-
lems, which are solved as an LP, QP or nonlinear programioiglgms. Most of
the times, the sub problems are solved sequentially as tiequent problems
are influenced by earlier ones. The dynamic programing aligiprovides a

general frame work for analyzing various types of optimaaproblems.

4.2.3 Optimization of UCG reactor model

4.2.3.1 Problem statement

The mathematical model of UCG reactor is optimized in ordezcdimpensate
for the uncertainties in coal and char composition pararagtehich includes,

b, aandb, and in the HO (9) to G ratio at the reaction from. In case of coal
and char composition parameters, the uncertainty is iotred by conducting
ultimate analysis for different coal and char samples. Wiiéeuncertainty in

A is quite obvious, as its measurement is not available.

Two different constrained nonlinear programing problems farmulated

and solved to yield the optimized values of the variables.
4.2.3.2 Optimization problem |

The optimized values of the model parameters are obtainewling the fol-

lowing least squares problem:

minimize f(x,t) = He(t)H; (4.13)
. y(t) _Yexp(t)
0= Yexp(t)
subjectta ax—B <0 (4.14)

wherex € 0%%1 is the vector of three optimization variables, the objextiv

function f (x,t) is square of th&, norm of the relative error between the solved
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(y) and experimentalygyp) heating values of the product gas at different time
instances and the only linear inequality constraint isesented by the vector

a € 03 and scalap € O+.

The solution of the mathematical model in section 3.2 do¢yietd mc, 4.,
separately, but it contributes m,. Therefore, Eq. (3.27) can be re written as

given by Eq. (4.15).

y=mco(L)Hco+ My, (L)Hu, + McH, (L) Heh, + M Hi, (L)Hc,H, (4.15)

wheremg 1, = OMmgr, ando < 1.

As it has been previously explained in section 4.1.4 thaatheunt of GHp,
Is almost negligible in the measurements, therefore it$ridmnion in the heat-
ing value is not significant. The heating valyés a highly nonlinear function
of the solutions of the solid and gas systems given in se@ibri. However,
its implicit dependance on the input parameters for batanthie chemical re-
actions (Table 3.2) is very significant. Because, these pateasidetermine the
moles of the gases produced as a result of all the chemicetiors, which
greatly influencanc,, and hence. It can be inferred from the description in
Table 3.2 that the parameteas ,, as1, as;1, Sandr are dependent oa, b, a
andb. Therefore, any uncertainty in the coal and char composjiarameters

also affects there values.

This optimization problem does not consider the uncergaimd . Moreover,
it is also assumed that the uncertainty in ultimate analystoal and char can
be addressed by optimizing only the valuesagf,, az1 andas;. Of course,
this optimization problem does not completely address tieetiainty in coal
and char ultimate analysis, but, still it can affect a paxtasl pyrolysis reaction
contributing iny and also serves as a foundation for the more accurate problem

in section 4.2.3.3.

This problem was initially solved as an unconstrained ojz&éton problem,
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but it was observed that during the solution, moles of CO wéagirsg at a
negative value in the coal pyrolysis reaction, which is na¢ as CO is produced
in the reaction. Therefore, the only constraint in Eq. (#rhékes sure that the

moles of CO stays greater than zero in the coal pryolysisigeact

x1+4xz+(Z—b_+g>x3—2+b+g—23—§§0 (4.16)

4.2.3.3 Optimization problem I

In this optimization problem all the parameters in Tablegh@A are optimized,
by minimizing the objective function in Eq. (4.13). The opization problem
IS given by Egs. (4.17), (4.18) and (4.19).

minimize f(x) over xeO" (4.17)
X=lababairs &1 a1 asm]

subjectta Ax—B<0 (4.18)

c(x) <0 (4.19)

F={x:Ax—B<0 & c(x)<0}

wherex € 010 is the vector of optimization variable$,: 0° — O is the
objective function to be minimized,: 01° — O3 is a function which returns the
vector of 3 nonlinear inequality constraintse 07%19 andB € 07 represent 7

linear inequality constraints arglis the region of feasibility.

The purpose of the constraints is to make the system phiysiealizable,
such that, all the chemical reactions are properly balaaceldthe magnitudes
of the stoichiometric coefficients stay positive throughthe solution of the
optimization problem. The values 8f, andAyp (Aip < A < Ayp) are very critical
as they save UCG reactor cavity from starvation gOHg) and flooding from

the water influx respectively.
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The linear constraints are given in the following set of dgoumes. The first
four constraints satisfy the relationship between coal@rad composition pa-
rameters (2a < a<0.2aand 002b < b< 0.2b), and the last three ensure that
the magnitudes of all stoichiometric coefficients in reaasi 2— 5 in Table. 3.1

are positive. The last three constraints are derived form(Eg1).

—0.5x3+x4—1 <0
Xa—1 <0
0.25x3+x3—1 <0
—0.2X1 + X3 <0
0.02¢; — X3 <0
—0.2%0+ X4 <0
0.02¢2 — X4 <0 (4.20)

The matrixA and vectoB in Eg. (4.18) can be written from Eq. (4.20):

(0 0 —05 1 0000 0 d

O 0 0 1 000000

0O 0 025 1 0000 0 (
A=1|-02 0 1 0 00O0O0O0¢0 (4.21)

002 0 -1 0 0000 0 (

0 -02 0 1 00000 (

| 0 002 0 -100000C
B'=|1110000 (4.22)

The nonlinear constraints in Eq. (4.23) ensure the magestud the stoi-

chiometric coefficients of coal pyrolysis reaction stayipes.

1 1 1
Exl—xz—x8—3x9—§x7(x6+2)+éxlo(2x4—x9,—2)+1 <0

84



4. Optimization and Model Validation

2

1 1
—5X1+X2+Xg +4Xo+ S X7

2 2

—X1 + X3X10+ 2Xg + 4Xg + XgX7

4.2.3.4 Solution of the optimization problems

No

A

a) Initialize x: x=Xo
b) Solve UCG reactor model
¢) Compute f(Xp)

k=k+1

A

a) Compute AXyq

b) Update X: Xys1 = Xt AXpe1
¢) Solve UCG reactor model
d) Compute f(Xy+1)

e) Compute Afyq=f(X)-fF(Xks1)

4

1
(X6 +4)+ -X10(4—2%4+X3) —2 <0

<0 (4.23)

Output
a) X*=Xy41
b) f*=f(x*)

No

A

Figure 4.6: A general solution strategy for solving the mogdr programing

problems of the UCG reactor model
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The aforementioned nonlinear programing problems areedddy Matlab func-
tion fmincon using the sequential quadratic programing (SQP) algurithhe
fminconfunction solves the optimization problems as shown in Fi§. #he so-
lution starts by providing initial guesg for the optimization variables, which is
followed by the solution of the UCG reactor model using thecpoure given in
Fig. 3.4 and the subsequent evaluatiorf @fy) using Eq. (4.13). In the iterative
loop for the variablek, the step length for optimization variablAsy . ; is cal-
culated using SQP algorithm and the updated vector of opdition variables
Xk11 IS obtained, then the UCG reactor model is solved for the @obls¢t of
optimization variablesy, 1 and the objective function is evaluatedxgt,. The

iterative loop is terminated if any of the following occurs:

° |Afk+1\ < Of: whereAfy, 1 = f (X) — f (X.1) andds is the optimization

tolerance forf.

° |Axk+1] < Ox: wheredy is the optimization tolerance for the optimization

variables inx

Eventually the solution of the optimization problenxis= x,, 1 andf* = f(x*).

The values o and dy are provided by the user. The selection of the op-
timization tolerances is a trade off between the accuradghefsolution and
computational cost of the software. Apart fradbn and o the user also has
the provision to terminate the program after the specific lmemof iterations
k and/or setting the maximum number of function evaluatiorthiw a single
iteration. The average time it took to solve the second dpttion problem
was 24 hrs, for @ual core i7 processomwhich is due to the high computational

complexity associated with the solution of the UCG reactodeho

4.2.3.4.1 Robustness of the estimates of the optimizatioanables

The confidence intervals of the optimization variables #se ealculated in or-

der to validate the robustness of there estimates. The @gatilon problems
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are solved for eleven different data sets and ©8% confidence intervdbr
the estimates of the variables is calculated in Eq. (4.24)0$mg the method
given in [134]. The error statistics of the optimization iedtes for both the

optimization cases is given in Table 4.1

- S
where®@ is the true value (mean of large set of replicat@sos the mean of
the sub samples,= 11 is the number of sub samplég, = 2.228 (taken from
the two sided-table [134] againsd f = n— 1 = 10) is the statistical value for

95% confidence anglis the standard deviation of the mean of the sub samples.

Table 4.1: Error bounds &5% confidence interval for the optimized variables
of both the cases. Case a refers to the optimization problenhile

Case b is for the optimization problem |

Case a Caseb

Sr | Variable 6 Error bounds 6 Error bounds
1. azy 0.0824 4+ 0.0002 0.0488 + 0.0016
2. as 0.0304 £ 0.0044 0.0431 4+ 0.0005
3. sy, 0.7739 +0.0181 | 0.7746  +0.0030
4. a 0.8543 + 0.0266

5. b 0.1985 + 0.0062

6. a 0.0825 + 0.0014

7. b 00152 +0.0008

8. A 2.0597 + 0.0646

9. r 2.7514  +0.0378

10. s 0.1299  +0.0099
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4.3 Model validation

After solving the optimization problems, the simulated argerimental results
for three different data sets are compared for the heatihge\and molar frac-
tions of CO, B and CH, as depicted in Figs. 4.7, 4.8 and 4.9.

Table 4.2 shows the, norm relative errors (Eq (4.25)) of experimental and

simulated results for both cases.

9=yl

(4.25)
Y]],

le, =

wheree is the relative error of experimentaf)(and simulatedy)”heating
values.
Table 4.2: Relative error for experimental and simulatedlte®f different pa-

rameters for three different data sets

% Relative error (Case a) | % Relative error (Case b)

Parameter | Datal Data2 Data3 | Datal Data2 Data3
HV 4.81 7.93 5.96 | 15.92 7.55 18.07
Mco 3753 4159 13.36| 89.65 695 214.98

) 10.83 14.95 19.16| 17.69 17.25 14.80

Mch, 23.40 11.35 10.95| 48.44 15.71 16.17

my

It can be observed in the results of Figs. 4.7, 4.8 and 4.9 thageneral,
there exists an inverse relationship between the flowratéhaating value. The

reason for such relationship has already been discussezttios 3.4.

Moreover, it can be seen that the results@arse aare better than those of
Case hwhich is due to the number of optimization variables in kb cases.
The optimization problem if€ase bcovers the full range of variables that are
affected by the uncertainty in coal and char ultimate amslgted inA, while
Case aconsiders only the optimization of three input parameterdalancing

the coal pyrolysis reaction. It can also be seen that théwvelarror in case of
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Figure 4.7: Comparison between experimental and simul&®adts of Data 1
for both optimization cases (Case a: optimization using &rables

and Case b: optimization using three variables)
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the gas molar fractions is higher than that of the heatingeval both the cases.
This is because the objective of both the nonlinear progrgmroblems is to

minimize the square of thie; norm of the relative error betwegrandyexp

4.4 Conclusion

In this chapter the computer model of UCG developed in ChapigsBccess-
fully validated against the UCG field tests conducted in theBM of Thar coal

field. Before attempting the model validation, the uncettemin coal and char
ultimate analysis, and steam to oxygen ratio at the reaétoon are catered by
formulating two different nonlinear programing probleni3espite the differ-
ences in the structure of the optimization problems, thef ban to minimize

the error between the measured and simulated heating vadlbe®ptimization

problems are solved using SQP algorithm and the resultseo$alved model
are compared with the UCG field test for both the optimizatiages. The re-
sults show a good match between experimental and simulatihly value of
the product gas, especially for the more complete nonlipeagraming problem
which considers all the parameters affected by the afor&oresd uncertainties.
However, the results for the molar fractions do not have algmilarity, which

is due to the choice of objective function. These resultsbmamproved by se-
lecting an objective function, which considers the miniatian of the simulated

and experimental error for the molar fraction of the gasdwidually.

The control of UCG process in Chapter 5 requires the measuterhéme
heating value alone, therefore, the deviation in the maktions of the gases

is not very critical for the UCG control system.
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5. Controller Design

The control of highly complex and nonlinear UCG process isalehging
job. As the process occurs under the surface of the earthjseither impos-
sible or very expensive to measure all the important parammetf the process,
which further complicates the control design. The inputhaf UCG process is
the flow rate of the injected air and the heating value of tleglpct gas is the
output. In this chapter a SMC algorithm is designed for a sifred model of an
actual UCG process in order to maintain a desired constatingealue. The
relative degree of the sliding variable is zero, becausénngt is readily avail-
able in it. As the heating value is the only measurement albvis| the trivial
control design is not possible because of the unavailghufithe measurement
of all the system’s states and various parameters. Thexdfue time derivative
of the control is selected as the system input, then theiveldegree becomes
one and the conventional SMC may be implemented. This appraldows to
maintain the output at the desired level and provides ingetswith respect
to different types of uncertainties. The stability of thea@dynamics is proved,
which ensures that the overall system is stable. The simola¢sults demon-
strate the robustness of the SMC design against the inpuwiriizsce and the

modeling inaccuracies.

The model simplifications and the control oriented model@esented in
Section 5.1, the control problem is stated in Section 5.2ti@® 5.3 details the
outline of the SMC design procedure, the analytical desf@MC is discussed
in Section 5.4, the solution of the closed system and sinamagsults are shown

in Sections 5.5 and 5.6 respectively and the chapter is adadlin Section 5.7.

5.1 Control oriented model of the UCG process

In order to make model based control of UCG possible, follgnassumptions

are considered in the UCG reactor model given in Section 3.1.
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5.1.1 Assumptions for the simplification of the model

5.1.1.1 Constant gas pressure

It is assumed that the pressure of the gas is constant alengnlth of the
reactor. If a well linked channel is established betweenirtjextion and pro-
duction wells then the gas pressure does not drop signilycmbugh the UCG
channel [58, 125].

5.1.1.2 Simplification of reaction rate equations

Only three chemical reactions are considered in the siraglifiodel, which in-
clude coal pyrolysis, char oxidation and steam gasificafldms approximation
Is justified by the results shown in Fig. 3.6, where theseetheactions domi-
nate the reaction zone. Moreover, these three reactiohglmall the gases and

solids considered in the model.

It is assumed that the total concentration of the gases heaeaction front
u+o

is the sum of the concentrations 0@ (g), N, and Q: Ct = , where

Y%
d is the flow rate of the KO (g) generated by water influx (mol/éfs). This

approximation simplifies Egs. (3.13) and (3.14) RrandR; respectively, be-
cause these reaction rates are only significant at the o@dttint as shown in

Fig. 3.6. The steam gasification reaction rate in Eq. (3. 44qrther simplified
by considering thaRs occurs only in the forward direction gg > % The
3

modified reaction rates are given by Egs. (5.1) and (5.2).

_ V90C7

R, —
2 u+o

CR (5.1)
—22142)

S

9.55x 108kyp2Pexp<

CR =

—22142
Maky/Ts+ 9.55 % 108p2Pexp< )

S
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o

Ry= ——
3 u+o

(5.2)

kyP2p2exp (5.052— 12908)

S

2
PZexp (5.052— 12_:_308) P2 + kyM2 {P—I— exp(—22.216+ 241?80) }

S S

CR;=

5.1.1.3 Simplification of the heating value

The heating value of the product gas Eq. (4.15) is rewritten in Eq. (5.3)

y=mco(L)Hco+ mu, (L) Hh, + mew, (L) Hew, + e m, (L) Hen, (5.3)

mc, (L) =100x &
T Ix=L
N 8
G = G
i=1§7é4

Here it is desired to derive an explicit relationship betawgandu. There-
fore the mass balance of gas in Eq. (3.3) is analyticallyexbfor all the gases
except HO (g). This is done by assuming that the velocity of gas phgsees
not change with the length of the reactor, and we have theli§iatbgas phase

mass balance in Eq. (5.4).

dg 1 3

—_— — ii R 54
dx ng:1alj j (5.4)

The above equation can be easily solved to y@{dL), Cy (L), C3(L),
Cs(L) andCg (L) which represent the concentrations of CO,CB», CH, and
CnhHm respectively ak = L. All the three reaction rates in Eqgs. (3.12), (5.1)
and (5.2) do not depend on the concentrations of any of thesesgtherefore,

the particular solution for the concentration of these gasgiven by Eq. (5.5).
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Q(O)
Ci(o) gj 1

:—Za,,/ R;dx (5.5)

Vg =1
whereC; (0) = 0, for the product gases.

The solution for the concentration obOC7 is obtained by using separation
of variables method [135], & in Eq. (5.1) depends d@;

4o Jenal,

dx Vg
Cr(L)
L Ly —- ‘a”‘/ CRudx
c0 C7
_ o1 Y |72
C7(L)_O.21V—gexp< 0t 3 o CRz)dx (5.6)

u
whereC7 (0) = 0.21—.
Vg
N2 is an inert gas and does not participate in any reaction,d@nd.) =

C;(0)= 0.79V£. After substituting the concentrations of all the gasesjn(k.3),
9
an explicit relationship between the input and output ofUl@G reactor model

is obtained, which is given by Eq. (5.10).
5.1.1.4 Miscellaneous assumptions

The parameters like heat transfer coefficiennass transfer coefficieky, total
gas phase heat capadly and the thermal conductivity of the solidlgjiven in

Section 3.1.2 are considered constant to simplify contesigh.

5.1.2 Simplified model of UCG reactor

The single input §) and single outputy) model is comprised of three state
equations and an output equation (Eq. (5.10)). The stateesphthe UCG

reactor model is comprised of two first order PDESs, one eacth@&density of
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coal and char (Egs. (5.7) and (5.8)) and one parabolic PD&olal temperature
(Eq. (5.9)).

op1
0
0°Ts
aT. B—2 -l-h(T —TS) —AH1R; — AHoR, — AH3R3
ot (cpip1+Cp2pP2)

) 1oo(a JoRudx+ B f5 dex> (5.10)

y=—1 L L u
Y Jo Ridx+n [y Redx+ { [y Rodx+ 0.79V—
9

1
a=_- (a11H1 + ag1Hz + as1Hs + agiHs)
9

1
B = — (a13H1 + as3H3)
Vg

1
V= (ag1+ap1+ag1+ as1+as1)
g

1
n = — (a13+agss)
Vg
_ %2
{= v
whereR;s(p1, p2, Ts,u) with i = 1,2, 3 are given by Egs. (3.12), (5.1) and (5.2)

respectively. Moreover, the parameBe& (1— @)k is a constant.

5.2 Problem statement

It is desired to design such a control system for the UCG psyaisich main-
tains the heating value at the desired leyg).(The control problem should be
solved in the presence of modeling inaccuracies and extdistarbance. The
flow rate of the steand acts as an input disturbance for the system, because,
asu determines the initial concentration opbQhe value ofd sets initial value

of H>O (g) atx = 0. Despite the optimization of in Section 4.2.3, there still
exists the possibility that the value dfmay vary due to certain in-situ phenom-

ena, such as thermomechanical failure of the over burdeunlkcbllapse of the
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roof wall, etc. The value 0d is unknown but it needs to be in a certain range
for the process to be operational [122, 123, 125]. Theretbeecontrol prob-
lem can be rephrased as to make y;, in the presence of external disturbance
0 and modeling inaccuracies. Due to the fact tha the only measurement
available [122, 125], the job of the control system desigoobges even more

challenging.

5.3 Outline of the design procedure

1. The sliding variablsis selected, such that sliding mode has desired prop-
erties. In arbitrary finite dimensional system with state (1", sliding
mode appears if valuegx) ands(x) have different signs. It mears$x)

should depend on discontinuous control.

2. Discontinuous control is selected to enforce sliding enbdsed on the

above conditions(x) ands(x) should have different signs.

3. Analysis of zero dynamics.

5.4 Control design

The schematic of the UCG control system is shown in Fig. 5.2 ddntroller
computesu based on the values gfandy,. The dynamics of actuator (control
valve) is ignored. The gas analyzer which measures the rfraletion of the
gases and computes the heating valisereplaced by Eqg. (5.3). As the response
time for the gas analyzer is only 15 s, which is quite smaket@npared to the

characteristics time for solid and gases, therefore itdyos are ignored.

5.4.1 Selection of sliding variable

The sliding variable is selected in order to keep the heatalge at a desired

constant level.
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Yr S
> Sliding mode Y ucG
> > >
controller U + reactor y
Figure 5.1: UCG reactor model with SMC
S=Yyr—Yy (5.11)

In order to meet the desired objective we need0 — y =Y;, and then

control can be designed by substituting Eq. (5.10) in EQ.1(p.

100|a [y Ridx+ B fg Redx

L L L u :yr (512)
g

0 o u
utd cuto
u204+u(—01+03+6a4)—5(01-1-02) =0

_ —b++vb?—4ac
1= 2a
J _ —b—+vb?—4ac
2= 2a

where

o1+ 0y —ogu=0

a=aoy
b=—-01+03+0d04
c=-0(01+09)
o1 = (1000 — yyr) /OL Rydx
07 = (1008 —ny,) [ CRudx
05 = O.21Zyr/LCR2dx

y 0

04 =0.79—
4 Vg
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whereu; andu, are real as/b? — 4ac > 0, alsov/b? —4ac> b & a> 0W,
and only valid solution is1;, because the molar flow rate of the air can not be

negative.

However, the trivial control design is not realizable, hesmthe right hand
side ofu; contains state variables and miscellaneous process parameich
are not measurable. So we try to overcome this problem byr@nfpsliding
mode and inserting integrator in the input, such thatv andv = —k sign(s), kK €
R". Thereforesdepends on discontinuous conttolNow we need to find time
derivative of the sliding variable in the forex= v @+ 6, wherep andf are state

functions.

S=Yr—Y (5.13)
. 100

y= o2 (DN ND)

where

L L
N:a/ Rldx+B/ Rsdx

D= y/ RldX-i-f)/ Rng-l-Z/ R2dX+O79

g
N:a/ Rldx+B/ Radx

D= y/ R]_dX—l—l’]/ R3dX+Z/ deX—|-079

Vg
where

. 5 d/ 5
Re = (u+6) CRs+CRa gy (u+5)
:<L>CR3+ CRs (ué—au)
+90 (u +5)

uUCRE,
RZ_OZla< u+o )

=Uw+ Y
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where

Eu:exp< | 72‘/ CRgdx>

_ |a72|uCRE Jg CdeX+ SEy J5 CRadxX
4.762(u+ 8)3 4.762(u+ 5)?
_ UEWCR. [§CRdX  UE,SCR UE.CR,
T 4701(u+5)®  4762(u+td)?  4762(u+9)

By substitutingy;, = O (y; is constant) ang in Eq. (5.13), the closed form

expression fos takes the desired form

$=vp+6,u=v (5.14)

where

NS

9:1D—020[N(191+192)—D193]
where
0.79 [y CRedx

Vg (u+9)?
L . L
191:/0 Ridx(y—a +Z/ wdx

IES

L
(3—5)+z/0 wdx

_n u6f0 CRsdx / ]
do = (U+5) (U+5 +0 CRng
B ucho CRsdx / ]
93 = (u+0) | (u+o) +0 | CRodx

. N :
The functiong = 1OOD—(£b > 0,Vt > 0, becaus&\, D and¢ in Egs. (5.13)

and (5.14) depend upoRy, Ry, Rs, u, 0 andvy which are always positive.
Moreover, the constants, 3, y, n and{ in Eq. (5.10) are also positive and
B >> din ¢. The function@(t) is bounded by, and®, such that: 0< &} <
@(t) < dy, and6 (t) is upper bounded b@y: ||6 (t)|| < By.
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As @(t) > 0,vt > 0, therefore sliding mode can be enforced by selecting a

suitable value of discontinuous controller gain

5.4.2 Enforcing sliding mode

In order to prove the existence of sliding mode a positivenitefiLyapunov

function is chosen, which is given by Eq. (5.15).

V= %32 >0 (5.15)

The time derivative oY is given by Eq. (5.16).

V=5
=s(vp+9)
= s(—ksign(s)p+ 0)
< |s| (—k Py +By) (5.16)

T+0y . . o :
If K= :) Y with T € Rt, then the time derivative of the Lyapunov function

|
is negative definite (Eq. (5.17)), and sliding mode exists.

V<15 <0 (5.17)

Even more, sliding mode occurs after a finite time intervadl5[]l and the

main control problem is solvable.

5.4.3 Stability of the zero dynamics

The relative degreeof sliding variablesis zero, becauseis readily available in
s. Therefore, all the state equations in Section 5.1.2 ciostihe zero dynamics
of the system withu = u; (Eq. (5.12)), which makes = 0 [116]. After the
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establishment of sliding mode it is mandatory to check wéethe motion of

the system called zero dynamics is stable.

The zero dynamics are comprised of following set of equatiaftert >
tsswhens= 0. The Egs. (5.18), (5.19) and (5.20) are obtained by repaci
R (p17p27T87 U) by Iil (ﬁ17ﬁ27f87 U]_) in EqS (57)’ (58) and (59)

P 5

a0 . e
%:Mz(‘as&l‘Rl—Rg—Rg) (5.19)
0Ts 1 [_0%Ts -

where

Cs=cpip1+Cpp2
Hs = —|o1|R1 — |o2|R2 + |03|Rs

wheref =t —tssandHs is the heat source generated from the chemical re-
actions. Since coal pyrolysis and char oxidation react@msexothermic in

nature, hence there heat of reaction is negative [122].

The boundedness of the zero dynamics is investigated inubhgeguent

paragraphs.

The solution of Eq. (5.18) is given as:

p1 (t,x) = Cexp(—5Est) (5.21)
where

C(X) = $1(0,%

Eo(x) < exp{ﬂ}

maXfS (fu X)
t>0
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It is important to note that for & Tsmin < Ts(f,x) < oo, the distribution

p1(0,x) exponentially decays with time.

In order to evaluate the boundednesﬁpand'f's, itis important to show that
Ri, Ry, Rz andu; are bounded. The Egs. (3.12), (5.1) and (5.2) show that the
reaction rates are dependent@n 6> andTs. It has been proved in Eg. (5.21)
thatp, is stable, which also implies the stability @f, becaus@; is decomposed
by coal pyrolysis reaction to yield, and product gases, therefore, for law of

conservation of mass to hold:

Jnax P2 (t,x) < Jmax A1 (t,x)
>0 >0

Now it can be inferred from Egs. (3.12), (5.1) and (5.2) that dny‘f’s:

0< mein < fs(f, X) < oo, the reaction rates are bounded. The inpuis also

bounded as it is the function of the reaction rates (Eq. {$.12

Th complete solution of Eqg. (5.19) is found by rewriting itthre following
form, which is obtained by substituting Egs. (5.1) and (nZq. (5.19).

P2
ot

where

+ 028 = X (5.22)

X(x) < |a52‘1’M2§1|masz(f7x)
£20

0.2, E,N; oM,
<
E(X)_( 5+U1 5+U1>

maxTs(f,x),Ug,A
>0 s(tx).Ur

9.55x 108Pexp( _ZT%MZ) Ky

My = =
—22142
Mzky\/”T‘;+9.55><108p2Pexp( = )
S

My=—— —
P2E1p2 + kyM2 (P—|— Ez)
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~ a X o
EU:eXp<_u|l7—le/o Cdex>

where 0< u; < U, 0< 8 <A, E; = Eq(Ts), E2 = Ex(Ts) andCRy, =
CRy(Ts). The parameteiGR,, E; andE; are given in Egs. (5.1) and (5.2).

Now (5.22) can be solved as a linear PDE.

Let, w(f) = exp(/f&t)

%22.5(0) + () ok = X0 )

d. . - 3
/a[pzexp(ff)]dhx/exp(ff)dt
(t,x

>

pa(E) = § g +Ceml-E T (5.23)
—— S
S
where
c = |00~ %05

Before investigating the solution @h(f, x) in (5.23), a brief description of
the reaction zone [122] within the UCG reactor is mandatohe fieaction zone
Q is a region along the length of the reactor, where all the atameactions
occur, whengy,p2 > 0 then: x=0 < X% < Q < xp, < x=L. The boundary
of Q towardsx = L is xp which represents thpyrolysis fronf whereasx to-
wardsx = 0 corresponds to theeaction front The pyrolysis reaction occurs
in the proximity ofx, with rate Ry, yielding char and product gases. The char
produced by pyrolysis reaction spans wh@eThe region beyond, contains
unreacted coal, while the region befogecontains ash produced from the burnt
coal and char. The values By andRs are only significant neat;, becausés

has its maximum value here.

Now it can be inferred from (5.23) thak is produced neax, with rate
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determined by5;. The . is consumed bR, andRs nearx; as suggested 5.
The reaction zon€ moves towardx = L with time, as the coal and char are
continuously consumed by the reactants:a@d HO (g). Therefore, when all
the coal is consumed in the reactor then production,d$ ceased and it is only

consumed arounx}:

P26 = 200 - X 283 exp(— £0)

The heat equation in (5.20) can be rewritten as:

CsTs = BTy — hfs+hT(X) + Hs (5.24)
with,
T5(0,X) = T, (X)
-I’:S/ (fv O) = -I:S/(ﬂ L) =0
A

~ I
whereTs = ¥k Ts = o 5

The solution of Eqg. (5.24) is acceptable if it is not unstabtactly speaking

andTy =

we need to show that the solution is bounded. Formally spgakie have to
deal with the analysis of a complex nonlinear system, sigdepends ofs.

But as it has been shown previously that all the reaction @te$ounded for
any value ofTs, henceHs is also bounded. Therefore, our problem may be
reformulated in the following way. It should be shown thdtgion to the linear
PDE:

= Cis [st” —hs h T+ 2 (%) (5.25)
where

‘g(f,X)‘ <%, %ecl"
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can be represented in the following form:
To = ATe+ Tox + Teg (5.26)

whereATs corresponds to the solution without the inplitx) and¥, Tox IS
the forced component defined Byx) andTsy is the forced part which depends
on the disturbanc# (f, x).

The boundedness of all the solution components in Eq. (¥s26Yestigated

independently.

Consider the homogeneous heat equation:

CAT;s = BAT, — hAT; (5.27)
with,
AT (£,0) =ATs (L) =0

The stability of Eq. (5.27) is investigated by the positivedidite Lyapunov

functional:

1 /L ~9
V:E/ cAT2dx> 0 (5.28)
0

The time derivative oY is given as:

R R I
V= / ATCATidx+ / AT2Cdx (5.29)
0 0
Vi Va
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where
- Lo~ = L =2
vlzs/ ATS<ATS> dx—h/ AT2dx
0 0
L N2 L .
:—B/ (ATS’> dx—h/ AT2dx < 0
0 0

. 1 L . o X
Vs = E/o TS (cpupi+cpopy) dx
Mycpr — M) L. .
:_( 1CP |a'5'2.,1’cp2 2)/ RlATSZdX
2 0
Loy
Mszz/ ATZ (Ry+Rs) dx< 0
2 Jo

whereMscp; > |as,, |CpaMo.

As the time derivative of the Lyapunov functional in Eq. @).2s strictly

negative, hencATs is asymptotically stable.

The following boundary value problem is solved to yidlg

Biex — hTex +hT(x) =0 (5.30)
Tox(t,0) = To(t,L) =0

The gas temperatuii(x) is obtained by solving the linear ODE in Eq. (3.4)

T(%) = T(0) exp(—Ax) + A /0 exp{-A (x— 2N 22 (5.31)

h .
whereA = vC. sa constant
9

Eqg. (5.30) can be rewritten in the following form by substitg h(T — T) =
—VvgCyT’ from Eq. (3.4)

BTex — VgCqT' =0 (5.32)

By differentiating Eq. (5.31) with respectx@nd substituting”’ in Eq. (5.32)

yields the nonhomogeneous boundary value problem:
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BTs, — hisx = —Aexp(—AX) (5.33)

whereA = h [T (0) + T(0,0)] is a constant

The overall solution of Eq. (5.33) issx = Tsc + Tsp. The complementary

solutionT. is obtained by solving the following equation:

BTs, — hsc =0 (5.34)

. . 5 h
The characteristic polynomial for the second order ODErfs:- 5= 0,

which yieldsr = i\/g. The general form of is given as:

Tsc :C1exp<\/g> +C2exp<—\/g) (5.35)

After incorporating the boundary conditiori, = 0, asC; = C, = 0.

Let the particular solution béfs, = <7 exp(—Ax). Now by substitutingfs,,
in Eq.(5.33) the value of constant is obtained

BaZ/A2exp(—Ax) —ha? exp(—Ax) = —Aexp(—AX)

N\
~~a%B_h (5.36)
The solutiornTs, is given as:
~ 7AN
Tex = 2B exp(—AX) (5.37)

Therefore, the forced responi§g due toT (x) is also bounded.

As the disturbanc€ in Eq. (5.24) is bounded, therefoiky is also bounded.

The boundedness 9%, can be shown if itis represented in the modal form [136].
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All the solution components of Eq. (5.26) are bounded, tioeeeTs stays bounded

throughout the process of gasification.

The results in (5.21), (5.23) and boundednes$safhow that the zero dy-

namics of the UCG process are bounded and SMC design is valid.

5.5 Numerical solution of the closed loop system

The process of UCG is solved in two modes: ignition for figd and then gasi-
fication fort > tg. The purpose of the ignition is to heat up the coal seam so that
it could become conducive to the gasification reactions. détail description
of the solution of the UCG reactor is given in Section 3.2, bugrder to keep
the interest of the reader a brief description of the sotusivategy is given in
Table 5.1. However, the main objective of Table 5.1 is to shiwat how does

the control input interacts with the system.

The UCG system is operated in open loop for 0 < t; with the inputug,
and fort > t; the operation is closed loop with the flow rate Actually the
controller is brought in to the loop after the transientsha tgnition phase are

settled down.

The differential equationa = —k sign(s) is numerically solved in Eq. (5.38)

using the forward difference method [120] wilite) = Ug).

u(t+dt) = —ksign{s(t) }dt+u(t) (5.38)

wheredt is the sampling time for the numerical solution.

The control input determines the concentration of thea®@d N atx =0
required to obtain the desired heating valuexat L. One part of the input
directly effects the output as the inert gasdbes not participate in any chemical
reaction and the other part influences the heating valuegfrthe UCG process

model.
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Table 5.1: Solution of the closed loop system

1. Input all the model parameters

2. Initialize the solid subsystem (Egs. (3.1) and (3.2)0,x) = pi, (X)
andTs(0,x) = Tg, (X)

3. Solve gas equations: Egs. (3.3), (3.4), (3.5) and (3.yield the initial

distributions with following inlet boundary conditions:
0.7%, 0.21u
C@0=/00000 o % 0|, T(0) = To, v (0) =
Vgo Vgo
Vg, andP (0) =Ry

4. lterative loop for time

e Solve the solid equations for new time.
e Solve the gas equations to yield updated distributionsestiution

variables with same valuesat= 0 in step 3, except:

0, ifo<t<t

Ca0=1 3 ift>t

—, 0
Vgo

y .

V_ol[ojg 021] if0<t<ty

90

0) C,(0)| =
[Ce() 7( ﬂ M[mg 021} if t > tg

Voo

5. Update timet"1 =t" 4 dt
6. Stop ift =teng, €lse go to step 4

5.6 Simulation results

This section presents some simulation results for the dltsgp system. For

simulationge = 1 hr,dt = 10 s and the controller gain= 2 x 10~8. The simu-

lations are performed on actual model of the UCG process giv8ection 3.1.

The control effort in Fig. 5.2 draggto y; (Fig. 5.3). As discussed in Sec-

tion 3.4 that a critical amount of steam is required for thecpss of UCG to

exist, otherwise the starvation or flooding of the UCG caviy occur. The
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profile of & used for evaluating the robustness of the SMC algorithm asvah
in the Fig. 5.4. Despite the variation dthe controller successfully keeps the
output at its desired level. The increasedinncreases the production of syn-
gas and hencg. The controller reacts to the situation by increasinghich
provides more @for char oxidation reaction, and results in higher con@entr
tion of COp, which decreasegby reducing the molar fractions of CO ang.H
Moreover, increasing produces more moles ofdNvhich directly decreases
Similarly whend decreases, the controller also reduces the moles of anregnte

the reactor to increase

x 107"
3.2 Air flow rate at x=0 |7
al i
@ 28 x 107" 1
N
5
$ 1.48
L 26} 7
2 1.475
©
S 1.47
24t 9 9.5 10 A
22+t 7
2 4 6 8 10 12 14 16 18

Time (hr)

Figure 5.2: Control effort with time
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Figure 5.3: Output of the UCG process with time
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Figure 5.4: Disturbance with time
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Figure 5.5: Sliding variable with time

The sliding variables is shown in Fig. 5.5. In reaching phases 0, the
controller dragsy to the sliding manifold in the presence &fand modeling
uncertainties. While the design efkeepsy =y, during the sliding motion:
s= 0. The chattering phenomenon can also be seen in the zooreedo¥i
Fig. 5.5, which is produced due to finite sampling frequenicgliscretization:

fs=1/dt = 0.1 hz and modeling inaccuracies.

The solutions of the states of the UCG process are shown in 5i§s5.7
and 5.8. The results are shown for 19 hrs and 400 cm, becatisg this time

the coal bed is approximately consumed up to 350 cm.
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Figure 5.6: Coal density distributions with length at diéfet simulation times
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Figure 5.7: Char density distributions with length at difier simulation times
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Figure 5.8: Solid temperature distributions with lengthddterent simulation

times

Fig. 5.6 shows that the magnitude of the coal density digiob is de-
creasing with time, which justifies the solution for the mhaatance of coal in
Eq. (5.21). It can also be noticed that the distribution adlaensity is pushed

towardsx = L with time.

The magnitude of thp, distribution is increasing with time (Fig. 5.7) due to
the coal pyrolysis reaction, but this increase lessers @ecreases. It can also
be observed that the width of the reaction zéhés also widening with time.

The char density is consumed By andR3 near the reaction front.

Fig. 5.8 shows that th@&s distributions have higher values . All the
chemical reactions occur within this region, beyond thggae the temperature
is not high enough to support any chemical reaction. A highevaf temper-
ature is maintained within the reaction zone by the exotiemature of coal
pyrolysis and char oxidation reactions. Therefore, whéaofdhe coal and char

is consumed then there is no more fuel to be burnt, and thegetnye will at-
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tain its lowest possible value determined by the respebtwendary conditions.

The boundedness of the zero dynamics proved in Sectiord &h. also be

verified from the results in Figs. 5.6, 5.7 and 5.8.

5.7 Conclusion

SMC successfully maintains the desired heating value optbduct gas mix-
ture. The gain of the SMC is found by knowing the bounds of theilery

functions of the process variables. However, this methaglols applicable if
in addition to tracking, the problem of stability is alsowd. In our case it
should be shown that so called zero dynamics are governedsby @& PDEs.
For the mass balance equations, solutions were found aalytwhereas the
boundedness of the heat equation was proved. The seledtexofathe con-
troller gain also compensates for the input disturbancethadnodeling ap-
proximations made for analytical control design. The satioh results show

the success of the SMC algorithm.

The implementation of the designed SMC on the actual UCG sitbape-

fully further validate its effectiveness.
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In this research work a computer model is developed for thrderground
gasification of Block V of the Thar coal field. The 1D packed beztel of the
UCG process incorporates the mathematical equations ofgB8]the proper-
ties of the Lignite B coal and the operating conditions foafbCG setup. The
numerical solution of the model is carried out by incorpm@gf pseudo steady
state approximation, which replaces gas phase PDEs withsQ\ith respect to
the length of the reactor. This approximation assumes ligatdncentration of
the gases attain steady before any significant change oectire densities of
coal and char. The large differences in the characteristiess for the burning
of coal and the velocity of gases justify the pseudo steaalg stpproximation.
The PDEs for the densities of coal and char and solid temyperate solved by
finite difference method, while the gas phase ODEs are samediusly solved
as a boundary value problem, marching from inlet to outlée $olution of the
model demonstrates its effectiveness. The simulatioriteesbiow that the so-
lution of the model is capable of providing space and timdil@®for different
physical quantities, such as, coal and char densities,ecdration and molar
fractions of different gases, rate of different chemicalateons and solid and
gas temperatures. A detailed parametric study is alscechout for the model
solution, which shows that the composition of the produd igasensitive to

various coal properties and operating conditions.

The parametrization of a complex process like UCG is a forbiggob,
which includes a large number of physical and chemical ptagseof coal, dif-
ferent operating conditions and various in-situ phenomdnaorder to deter-
mine the composition of coal and char, the ultimate analgEiheir samples
is carried out. The results of the ultimate analysis are @ranuncertainty,
because the measurements are obtained from different @wgllass, which go
through different handling procedures before they areyaedl Therefore, to
cater for the uncertainty in the results of the ultimate gsialtwo different non-
linear programing problem are formulated, which aim to miize the square

of the relativeL, norm error between experimental and simulated heating val-
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ues. The field trial of UCG is carried out by UCG project thar, ethinvolves
the gasification of a single coal seam. The heating valuelaileaed by the
measurements of the molar fraction of different gases dem/by the gas ana-
lyzer. After optimization, the results of the solved mod& eompared with the

experimental data, which shows a good match for the heatihgey

In order to increase the efficiency of the UCG process, a SM@sggded
which maintains a desired constant heating value over aloperiod of time.
The model based control of UCG process is a very challenginglje to var-
lous factors, which include: highly nonlinear nature ofigas physical and
chemical phenomena, strong coupling between the modetiegsainfinite di-
mensional nature of the system and unavailability of thesuesament of sys-
tem states. Apart from these issues, the process of UCG iseesitive to the
underground environment. In order to synthesize the ctietranalytically, a
control oriented model of the process is developed whiclnsbeartain assump-
tions. The SMC is considered for the process as it offerssi@ss against
parametric variations and external disturbances. As tlagive degree of the
sliding variable is zero, so the trivial solution is to derian expression for the
control input algebraically, but this strategy is not fééesias the right hand side
of the control input equation depends upon the unmeasuageksstTherefore,
the conventional SMC is implemented by adding an exogenqus,i which is
the derivative of the actual control signal. By doing so tHatiee degree of the
sliding variable becomes one with respect to the exogemquug and then SMC
Is enforced by selecting a suitable value of the discontisugain. The synthe-
sized controller is then implemented on the actual modehefUCG process.
The simulation results show that despite the modeling taiteies and external

disturbance the controller keeps the heating value at thieadklevel.

6.1 Future Work

There are three major contributions of the thesis: devetyraf the computer

model of the UCG process, estimation of the uncertain paemsiand the SMC
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design for the process. The following present some imprevgsmwhich can

further increase the effectiveness of these contributions

6.1.1 Improved computer model of the UCG process

The computer model developed in Chapter 3 bears certain assms in or-
der to simplify its solution. The accuracy of the model canifreased by

incorporating following effects:

e The mass and energy balances of solids and gases can beeekiromd
1D to 2D or 3D.

e The effect of the cavity growth due to chemical reactionsfrttomechan-

ical failure and bulk collapse needs to be incorporatedemtiodel.

e There is a need to include all the modes of intraphase anghrdse heat

transfer in the model.

e The interaction of the surrounding in-situ environmentwitie UCG re-
actor cavity needs to be included in the model. This can beaet by
incorporating submodels for water influx and heat and mass to the

external environment.

However, the incorporation of the above mentioned impremisiincreases
the complexity of model analysis, numerical solution, pagter estimation and
control of the process. The complexity associated with tmaerical solution
is two fold, the discretization of 3D PDEs is not trivial arftetcomputational
cost of the software for solving these equations also isa@gaTherefore, the
accuracy of the model needs to be compromised dependingthpapplication

of the process model.

6.1.2 Improvement in parameter estimation

The parameter estimation is carried out by formulating thielinear program-

ing problems in Chapter 4. These nonlinear programs can beuag by con-
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sidering the following modifications:

e Apart from the coal and char composition parameters, a langeber of
other parameters also effect the heating value of the ptaghsc As the
process occurs under the surface of the Earth, therefasendt possible
to measure most of these parameters accurately. Hencegjearlamber

of parameters can be optimized by solving the nonlinearnarog.

e The sampling frequency of the experimental data needs tadreased,

this can help in further minimization of the cost function.

e As the simulation results in Chapter 4 show that the diffeecnetween
experimental and simulated molar fraction of the gasesrgelas com-
pared to the heating value. Therefore, different weighistmmassigned
to the molar fractions of the gases which constitute theihgagalue. In

this way more emphasis is given to the important gases.

The accuracy of the parameter estimation also increasesothputational

cost, as the objective function is computed after the UCG misd®lved.

6.1.3 Implementation of SMC on the actual UCG site

The SMC designed for the UCG process in Chapter 5 is tested ondtiemat-
ical model. Therefore, the controller needs to implemewtethe actual UCG

process.
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